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Abstract
Bayesian methods are ubiquitous in machine learning. Nevertheless, the analysis of empirical results is typically performed by frequentist tests. This implies dealing with null hypothesis significance tests and \( p \)-values, even though the shortcomings of such methods are well known. We propose a nonparametric Bayesian version of the Wilcoxon signed-rank test using a Dirichlet process (DP) based prior. We address in two different ways the problem of how to choose the infinite dimensional parameter that characterizes the DP. The proposed test has all the traditional strengths of the Bayesian approach; for instance, unlike the frequentist tests, it allows verifying the null hypothesis, not only rejecting it, and taking decisions which minimize the expected loss. Moreover, one of the solutions proposed to model the infinite-dimensional parameter of the DP allows isolating instances in which the traditional frequentist test is guessing at random. We show results dealing with the comparison of two classifiers using real and simulated data.

1. Introduction
The field of machine learning is constantly growing. Many novel approaches in classification, regression etc. are constantly proposed, raising the issue of assessing and comparing these new methods with the state-of-the-art. A proper way to perform such comparison is by means of statistical procedures. Tutorials on the use of parametric and nonparametric statistical tests as a methodology for comparing algorithms have been presented (Demšar, 2006; Trawiński et al., 2010; Derrac et al., 2011) on different areas of machine learning. In all these papers, the Wilcoxon signed-rank test is indicated as the nonparametric statistical procedure for the analysis of two paired samples.

Let us consider classification as a case-study. After having assessed the accuracy (or the AUC, or any other indicator) of two competing classifiers on multiple data sets, one has to formally check whether the difference among the two classifiers is significant. The Wilcoxon signed-rank is used for this purpose because, thanks to its nonparametric nature, it solves some major problems of the \( t \)-test: it does not assume commensurability of the measures across different data sets; it does not assume normality of the sample mean of the accuracy; it is robust w.r.t. outliers. The signed-rank test is moreover preferable also to the sign test, which is nonparametric but has much lower power.

However the Wilcoxon signed-rank test is affected by all the drawbacks which characterize the null-hypothesis significance tests (NHST). Such tests “allow one either to reject the null hypothesis or to fail to reject it, but they do not provide any measure of evidence for the null hypothesis” (Raftery, 1995). This prevents associating a cost to Type I and Type II errors and taking decisions by minimizing the expected loss. Instead, decision are taken on the basis of the chosen significance \( \alpha \), namely the probability of rejecting the null hypothesis when it is true. In principle, one should balance significance and power of the test. Yet, a principled way of doing this is lacking. Hence, decisions are simply taken by setting \( \alpha =0.01 \) or 0.05, without considering the probability of Type II errors. Moreover, the \( p \)-value and thus the outcome of the test depend on the intention of the person who has collected the data (Goodman, 1999; Kruschke, 2010).

Bayesian tests of hypothesis constitute an appealing alternative to the NHST analogous. They return the posterior probability of the null and the alternative hypotheses, which are thus fully characterized in terms of mean, variance, credible interval and density function. While the frequentist test can only reject the null hypothesis, the Bayesian one can also accept the null hypothesis, on the basis of the estimated posterior probability. Once
the costs of Type I and Type II errors are specified, a Bayesian test allows taking decisions by minimizing the expected loss; in this way, the size of the test can be better adapted to the actual need. The computation does not depend on the intention of the person who collected the data. Bayesian tests have been widely considered for clinical practice (Spiegelhalter et al., 1994) and cognitive sciences (Kruschke, 2010). They are however very rarely used in machine learning, despite the abundance of Bayesian algorithms in this area. To the best of our knowledge, no Bayesian version of the Wilcoxon signed-rank has been proposed so far. We fill this gap by proposing a nonparametric Bayesian version of the Wilcoxon signed-rank test based on the Dirichlet process (DP) (Ferguson, 1973). In his seminal paper on the Dirichlet process, Ferguson provided a Bayesian justification of many classic nonparametric estimators (Mann-Whitney statistics, median, etc.). Similar results were derived by other authors that, employing DP as prior model, were able to naturally obtain estimators related to the frequentist ones, e.g., Kaplan-Meier (Susarla & Ryzin, 1976), Kendall’s tau (Dalal & Phadia, 1983). Recently there has been an increasing interest in the development of Bayesian nonparametric procedures for hypothesis testing focusing in particular on the two (or k) sample problem (Borgwardt & Ghahramani, 2009; Holmes et al., 2009; Ma & Wong, 2011; Chen & Hanson, 2014). Two sample tests deal with unpaired samples, while in machine learning we often work with paired observations, e.g., when we want to compare the accuracy of two classifiers on the same collection of datasets. Moreover, an open problem in all these procedures is how to choose the infinite dimensional parameter of the nonparametric prior in case of lack of prior information.

Here, we address the problem of how to choose the infinite dimensional parameter that characterizes the DP by means of two models corresponding to two different choices of the prior parameter: the noninformative DP prior (Dp(s = 0)) and the prior ignorance model (IDP). Dp(s = 0) is the nonparametric analogue of a Bayesian noninformative prior, while IDP consists of a set of DPs priors and is based on the techniques developed in Bayesian robustness (Berger et al., 2000; 1994; Pericchi & Walley, 1991; Walley, 1991) for modelling lack of prior information within parametric models.

By means of simulations on artificial and real world data, we use our test to decide if a certain classifier is significantly better than another. We show that the Bayesian test incurs much lower costs than the frequentist one for a wide variety of costs of Type I and Type II errors. We moreover show that the IDP test is more robust, in the sense that it acknowledges when the decision is prior-dependent. In other words, the IDP test suspends the judgment and becomes indeterminate when the option which minimizes the expected loss depends on the prior. This behavior is analogous to that observed in credal classifiers (Corani & Zaffalon, 2008), which suspend the judgment when the classification is prior-dependent, namely when the most probable class varies with the prior used to induce the classifier. The little reliability of prior-dependent decisions is confirmed by the fact that when the IDP test is indeterminate, the Wilcoxon signed-rank and the Dp(s = 0) tests are virtually behaving as random guessers. Since IDP has all the positive features of a Bayesian test and it is more reliable than Wilcoxon and Dp(s = 0), we propose IDP as a new test for comparing classifiers and other methods in machine learning. Finally, notice that the proposed test is applicable to many other fields of research where it has the potential of reducing the misleading results of NHST by avoiding the use of a significance parameter which does not represent a correct measure of the evidence provided by data (Johnson, 2013). The IDP test developed in this work can currently be used online (or downloaded as R or Matlab code) at http://ipg.idsia.ch/software/IDP.php.

2. Dirichlet Process

The Dirichlet process Dp(α) has been proposed by (Ferguson, 1973) as a probability measure on the set of probability measures on some space Z (for this paper we can assume Z = R). It has an infinite dimensional parameter α(·), which is a positive finite measure over Z, i.e., α(A) > 0 (positive) for any (measurable) set A ∈ Z and α(Z) < ∞ (finite). Assuming that a probability measure is drawn from DP, i.e., P ∼ Dp(α), the characteristic of DP is that, for any (measurable) partition B1,...,Bm of Z, the finite vector (P(B1),P(B2),...,P(Bm)) is Dirichlet distributed Dir(α(B1),α(B2),...,α(Bm)). From the Dirichlet distribution, we can thus derive the prior mean E[P(Bi)] = α(Bi)/α(Z) and variance Var_e[P(Bi)] = α(Bi)(α(Z) − α(Bi))/α(Z)(α(Z) + 1) of P(Bi) w.r.t. the DP for any Bi ∈ Z.1 This shows that the normalized measure α(·)/α(Z) of DP reflects the prior expectation of P, while the scaling parameter α(Z) controls the variance of P around α(·)/α(Z). The normalized measure α(·)/α(Z) is a probability measure, therefore, when Z = R, it can be completely characterized by the cumulative distribution function G(z) = α(−∞,z]/α(Z). We can then define the Dirichlet process by Dp(α(Z),G).

DP is a conjugate prior in the sense that, given a sample Z1,...,Zn from F ∼ Dp(α(Z),G) of n observations which are conditionally independent given F, and fixed the prior parameters α(Z) = s and G = G0, the posterior distribution of the cumulative distribution function F of P is still

1We will use calligraphic letters, E, Ψ, to denote expectation and probability w.r.t. the DP.
\[ Dp(\alpha_n(\mathcal{X}), G_n) \]

\[ \alpha_n(\mathcal{X}) = s + n, \quad G_n = \frac{s}{s+n}G_0 + \frac{1}{s+n} \sum_{i=1}^{n} I_{Z_i,\infty}, \]

where \( I_{A}(z) \) is the indicator function: it is one when \( z \in A \) and zero otherwise. Thus, a-posteriori we have that \( A \)

An issue in the use of the DP as prior measure on \( P \) is how to choose the infinite dimensional parameter \( G_0 \) in case of lack of prior information. There are two avenues that we can follow. The first assumes that prior ignorance can be modelled satisfactorily by a so-called noninformative prior. In the DP setting, the only noninformative prior that has been proposed so far is the limiting DP obtained for \( s \to 0 \), which has been introduced by \( \text{(Ferguson, 1973)} \) and discussed by \( \text{(Rubin, 1981)} \). The second approach suggests that lack of prior information should be expressed in terms of a set of probability distributions. This approach is known as Bayesian robustness \( \text{Berger et al., 2000; 1994; Pericchi & Walley, 1991; Walley, 1991; Coolen-Schrijner et al., 2009)} \) and it has been extensively applied to model lack of prior information in parametric models. In this paper, we implement the limiting DP obtained for \( s \to 0 \) and we also extend the Bayesian robust approach to the nonparametric setting by considering a set of DPs obtained by fixing \( s \) to a strictly positive value and letting \( G_0 \) span the set of all distributions.

3. The Dirichlet Process-based Wilcoxon test

Let \( X^n = (X_1, \ldots, X_n) \) and \( Y^n = (Y_1, \ldots, Y_n) \) be two sequences of paired observations representing the accuracies of classifiers \( X \) and \( Y \) on \( n \) different data sets. Define \( Z_i = Y_i - X_i \) and assume for the moment that there are no ties of type \( Z_i = 0 \). We will discuss how to manage ties and zeros in Section 3.2. Let \( F \) be the distribution of \( Z \) and \( M \) its median. A one-sided test contrasts the null hypothesis \( M \leq 0 \) against the alternative hypothesis \( M > 0 \). The easiest test about the median of a distribution is the sign test which counts the number of positive differences \( Z_i > 0 \); this statistic is an estimator of the probability \( P(\hat{Z} > 0) \). Then, a Bayesian analogous of the sign test would consider the posterior probability of \( P(Z > 0) \). However, a shortcoming of the sign-test is its low power.

The Wilcoxon signed-rank test is more powerful than the sign test, as it accounts not only for the sign but also for the size of the differences \( Z_i \). It does so by ranking the absolute value of the differences and then comparing the ranks of the positive and negative differences \( \text{Demšar, 2006) \). The Wilcoxon signed-rank test assumes the symmetry of \( F \) w.r.t. its median \( M \) and computes the statistic:

\[ T^+ = \sum_{i=1}^{n} r_i(\hat{Z}_i) = \sum_{1 \leq i < j \leq n} T_{ij}^+, \]

where \( r_i(\hat{Z}_i) \) is the rank of \( |\hat{Z}_i| \) and

\[ T_{ij}^+ = \begin{cases} 1 & \text{if } Z_i \geq -Z_j, \\ 0 & \text{otherwise}. \end{cases} \]

The decision is taken by comparing the observed value of the statistic \( R^+ = \frac{2T^+}{n(n+1)} \) against its critical value, which depends on the significance \( \alpha \). For a large number of data, the distribution of \( R^+ \) under the null hypothesis is approximately normal with mean \( 1/2 \). Then, in practice, considering for example a one-sided test evaluating \( M \leq 0 \) against \( M > 0 \), the null hypothesis is rejected when the observed value of \( R^+ \) is significantly larger (according to the significance level \( \alpha \)) than \( 1/2 \). Based on the definition of \( T_{ij}^+ \), one can interpret the statistic \( R^+ \) as an estimator of the probability that, given two independent observations \( Z \) and \( Z' \) from \( F \), \( Z \geq -Z' \). This probability can be written as

\[ P(Z \geq -Z') = P(Z \leq 0, Z' > 0, |Z'| \geq |Z|) + P(Z > 0, Z' \leq 0, |Z| \geq |Z'|) + P(Z > 0, Z' > 0), \]

from which it can be noticed that \( P(Z \geq -Z') \) considers at the same time the probability that \( Z \) is positive and the probability that negative differences are smaller than the positive ones; for this reason the Wilcoxon statistic is more sensitive than the sign test statistic to the presence of a bias (positive if \( P(Z \geq -Z') > 1/2 \) or negative if \( P(Z \geq -Z') < 1/2 \)) in the differences \( Z_i \). In analogy with the Wilcoxon signed-rank test, we propose a Bayesian test based on the probability

\[ P(Z \geq -Z') = \int \int I_{[-z',\infty)}(z) d(F(z)F'(z')) = E[I_{[-z',\infty)}(Z)]. \]

The test compares the hypothesis \( P(Z \geq -Z') \leq 1/2 \) against \( P(Z \geq -Z') > 1/2 \). Notice that the Wilcoxon signed-rank test needs to assume the symmetry of \( F \) to be able to specify the distribution of \( R^+ \) under the null hypothesis. In this context, another advantage of the Bayesian approach is that it does not require the symmetry assumption since all inferences are derived from the posterior distribution of \( P(Z \geq -Z') > 1/2 \) which follows directly from the prior distribution for \( F \) and the sequence of observations \( Z^n = (Z_1, \ldots, Z_n) \). We propose the Dirichlet process as prior for \( F \).

**Theorem 1** If \( F \sim \text{Dp}(\alpha(\mathcal{X}), G) \), then

\[ \delta[P(Z \geq -Z')] = \int \int I_{[-z',\infty)}(z) d\delta[F(z)F'(z')], \]

\[ = \int \int I_{[-z',\infty)}(z) \frac{d(G(\min(z,z'))) + \alpha(\mathcal{X}) G(z)G(z')}{\alpha(\mathcal{X}) + 1}. \]
This result is similar to that in Lemma 2.1 of (Dalal & Phadia, 1983) for the Kendall’s tau. Its proof and that of the next theorems can be found in the appendix (supplementary material). To use the DP for evaluating the posterior probability of \( P(Z \geq -Z') > 1/2 \), we must choose the base CDF \( G_0 \). We focus on the case where we have no prior information about the functional form of \( F \) (which would justify the use of a nonparametric test), and about the value of \( P(Z \geq -Z') \), and propose a model which is capable of modeling a situation of complete prior ignorance about the expectation of \( P(Z \geq -Z') \). For any choice of \( s \) and \( G_0 \) the prior and posterior expectation of \( P(Z \geq -Z') \) can be derived from Theorem 1, by taking, respectively, \( \alpha(\mathcal{Z}) = s \) and \( \mathcal{G} = G_0 \) for the prior and \( \alpha(\mathcal{Z}) = s + n \) and \( \mathcal{G} = G_n \) for the posterior. Since the form of \( G_0 \) does not affect the posterior for \( s \to 0 \), this is a frequent choice for modeling a noninformative prior. This prior has been introduced under the name of Bayesian Bootstrap by (Rubin, 1981). The prior and posterior expectations, in this case, are given by the following theorem.

**Theorem 2** Given that \( F \sim Dp(s,G_0) \), for \( s \to 0 \) one has

\[
\mathcal{E}[P(Z \geq -Z')] = \int I_{[0,\infty)}(z)dG_0(z),
\]

\[
\mathcal{E}^*[P(Z \geq -Z')| \mathcal{Z}] = \frac{1}{n(s+1)} \left[ \sum_{j=1}^{n} \sum_{j=1}^{n} I_{[-\infty,-1]}(Z_j) + \sum_{j=1}^{n} I_{[0,\infty)}(Z_j) \right].
\]

It can be easily seen that the posterior expectation obtained for \( s \to 0 \) is equal to \( R^* \). This shows that \( \mathcal{E}^*[P(Z \geq -Z')] \) is closely related to the Wilcoxon signed-rank statistic \( R^* \). This result extends to the Wilcoxon signed-rank a similar result obtained by (Ferguson, 1973) concerning the relationship between \( \mathcal{E}[P(X \leq Y)] \) (with \( X \) and \( Y \) representing independent unpaired samples) and the Mann-Whitney U statistics. Note that, although in (2) the posterior means of \( P(Z \geq -Z') \) and \( R^* \) appear to be closely related, the posterior distribution of \( P(Z \geq -Z') \) is, in general, different from that assumed for \( R^* \) under the null hypothesis (although, if the null hypothesis is true they converge to the same distribution for large \( n \)), and thus one should not expect the frequentist and Bayesian tests to make the same decisions even for \( s \to 0 \). The prior expectation for \( s \to 0 \) depends on the choice of the prior base measure \( G_0 \). For example, by choosing \( G_0 \) symmetric around zero, we obtain a prior expectation of 1/2. However, in a situation of complete prior ignorance, we have no reason to assign, a priori, any specific value to the probability \( P(Z \geq -Z') \). Moreover, Rubin has highlighted a second critical point: the Bayesian bootstrap assigns zero posterior probability to any set that does not include the observations, since for \( s \to 0 \),

\[
\mathcal{E}[P(A)\mathcal{Z}] = (\alpha(A) + n_A)/(s + n) \to 0 \quad \text{when } n_A = 0, \quad \text{i.e.,}
\]

wherever there are no observations in the set \( A \) (Rubin, 1981). This is not suitable for a Bayesian model that can be used for predictive inferences. In case of lack of prior information, a more natural way to model prior ignorance may be to consider the set of all distributions \( G_0 \) (Walley, 1991), (Walley, 1996). In other words, we keep \( s \) fixed and assume that \( G_0 \in \Gamma = \{ \text{all distributions} \} \), and then compute the lower and upper expectations for all the functions of interest in the statistical analysis. We call this model prior ignorance DP (IDP).

**Theorem 3** Given the DP prior \( Dp(s,G_0) \), with \( G_0 \in \Gamma \), the lower and upper expectations are obtained for \( dG_0 = \delta_0 \) with \( Z_0 < 0 \) (lower) and \( Z_0 > 0 \) (upper), and are

\[
\mathcal{E}[P(Z \geq -Z')] = 0, \quad \mathcal{E}[P(Z \geq -Z')] = 1;
\]

the posterior lower expectation of \( P(Z \geq -Z') \) is obtained for \( dG_0(z) = \delta_0 \) with \( Z_0 < -\max |Z_0| \) and is

\[
\mathcal{E}[P(Z \geq -Z')| \mathcal{Z}] = \frac{\sum_{j=1}^{n} \sum_{j=1}^{n} I_{[-\infty,-1]}(Z_j)(s+n)}{(s+n)(s+n+1)} + \frac{\sum_{j=1}^{n} I_{[0,\infty)}(Z_j)(s+n)}{(s+n)(s+n+1)};
\]

the posterior upper expectation is obtained for \( dG_0(x) = \delta_0 \) with \( Z_0 > \max |Z_0| \) and is

\[
\mathcal{E}[P(Z \geq -Z')| \mathcal{Z}] = \frac{\sum_{j=1}^{n} \sum_{j=1}^{n} I_{[-\infty,-1]}(Z_j)(s+n)}{(s+n)(s+n+1)} + \frac{\sum_{j=1}^{n} I_{[0,\infty)}(Z_j)(s+n)}{(s+n)(s+n+1)} + \frac{\sum_{j=1}^{n} I_{[0,\infty)}(Z_j)(s+2n)}{(s+n)(s+n+1)}.
\]

From Theorem 3 it follows that, given the prior \( Dp(\alpha(\mathcal{Z}), G_0) \), with \( \alpha(\mathcal{Z}) \leq s \), the posterior expectation of \( P(Z \geq -Z') \) will be bounded by \( \mathcal{E}[P(Z \geq -Z')| \mathcal{Z}] \) and \( \mathcal{E}[P(Z \geq -Z')| \mathcal{Z}] \) whatever is the choice of \( G_0 \). Thus, one should not worry about the fact the upper and lower expectations are obtained by extreme priors \( Dp(s, \delta_0) \), since they are only used to identify the range of values where the expectation provided by any other (smoother) prior will fall. The imprecision, defined as the difference between the upper and lower expectations, can be derived from Theorem 3 as \( \mathcal{E}^*[P(Z \geq -Z')| \mathcal{Z}] - \mathcal{E}[P(Z \geq -Z')| \mathcal{Z}] = \frac{s^2 + 2ns + s}{(s+n)(s+n+1)} \) and goes to zero for large \( n \). Thus, \( \mathcal{E}[P(Z \geq -Z')| \mathcal{Z}] \) and \( \mathcal{E}[P(Z \geq -Z')| \mathcal{Z}] \) tend to the asymptotic limit of \( R^* \) for \( n \to \infty \). To perform the hypothesis test, we need to know the posterior probability of \( P(Z \geq -Z') > 1/2 \). The next theorem gives an important result which can be used to efficiently approximate it by Monte Carlo sampling, in correspondence of the atomic priors that give the upper and lower distributions.

**Theorem 4** Consider one of the limiting priors that give the posterior lower and upper expectations in (6)–(7). Let \( dF_n \) be sampled from its posterior; then \( dF_n = w_0\delta_0 + \sum_{j=1}^{n} w_j\delta_j \), where \( (w_0, w_1, \ldots, w_n) \sim \text{Dir}(s, 1, \ldots, 1) \) and, for any \( a \in [0, 1] \), it holds that

\[
\mathcal{D}_P[P(Z \geq -Z') > a| \mathcal{Z}] = P[\mathcal{G}(w, \mathcal{Z}) > a],
\]

\[
\mathcal{R}_P[P(Z \geq -Z') > a| \mathcal{Z}] = P[\mathcal{G}(w, \mathcal{Z}) > a],
\]

(8)
with $g(w, Z^n) = \sum_{i=1}^{n} \sum_{j=1}^{\infty} w_j f_i - Z_{i,\infty})(Z_i)$ and

$$\mathcal{F}(w, X^n) = w_0(2 - w_0) + \sum_{i=1}^{n} \sum_{j=1}^{\infty} w_j f_i - Z_{i,\infty})(Z_i),$$

and $P$ is computed w.r.t. this Dirichlet distribution.

Based on this theorem, we can numerically approximate $\mathcal{F}$ and $\mathcal{P}$ by Monte Carlo sampling the vector of weights $(w_0, w_1, \ldots, w_n)$ from the Dirichlet distribution. This means that we do not need stick-breaking or other sampling techniques specific for DP.

Let $a_1$ be the decision of preferring classifier $Y$ to $X$ and $a_0$ its opposite; we can formulate the Bayesian test in terms of a loss function which assigns loss $l_1$ to an error of type I (taking the decision $a_1$ when $Y$ is not better than $X$) and loss $l_0$ to an error of type II (taking the decision $a_0$ when $Y$ is actually better than $X$). To minimize the expected loss, the decision $a_0$ should be preferred if

$$l_0 \mathcal{P}[P(Z \geq -Z')] > \frac{1}{2} |Z'| \leq l_1 \mathcal{P}[P(Z \geq -Z')] \leq \frac{1}{2} |Z'|,$$

that is

$$\mathcal{P}[P(Z \geq -Z')] > \frac{1}{2} |Z'| \leq \frac{l_1}{l_0 + l_1},$$

where the probability $\mathcal{P}[P(Z \geq -Z')] > 1/2 |Z'|$ is evaluated from the posterior distribution of $F$. Notice that this decision problem is the Bayesian analogues of a frequentist one-sided test with $\alpha = l_0/(l_0 + l_1)$ where we have used the posterior probability of $P(Z \geq -Z') > 1/2$ given the data in place of the likelihood of the data given the null hypothesis. In the IDP model, both the lower and upper probabilities of $P(Z \geq -Z') > 1/2$ are compared with the threshold $l_1/(l_0 + l_1)$ and the decision is made based on the following rules: (i) if $\mathcal{P} > l_1/(l_0 + l_1)$ we prefer classifier $Y$; (ii) if $\mathcal{P} < l_1/(l_0 + l_1)$ we prefer classifier $X$; (iii) if $\mathcal{P} > l_1/(l_0 + l_1)$ and $\mathcal{P} < l_1/(l_0 + l_1)$ we are not able to make a decision which yields minimum expected loss for any choice of the prior measure $G_0$.

Thus, the IDP test can return a determinate decision only in the first two cases, whereas in the third case we are in an indeterminate situation where it is not possible to reach a decision. Notice that the fact of preferring classifier $X$ does not imply that $X$ is better than $Y$, but only that one can expect a smaller loss by choosing $X$. Indeed, if $l_1 > l_0$, one may prefer $X$ even when $Y$ is likely to be better, if the evidence in favor of $Y$ is not sufficiently large to compensate the larger cost in case of error. As an illustrative example, Figure 1 shows the posterior upper and lower distributions of $P(Z \geq -Z')$ obtained from $n = 20$ observations $Z_i$ sampled from a standard normal distribution. Based on these posterior estimates, the test will decide in favor of classifier $Y$ if $l_1/(l_0 + l_1) < 0.76$, and conversely in favor of classifier $X$ if $l_1/(l_0 + l_1) > 0.87$. It will be instead indeterminate if $0.76 \leq l_1/(l_0 + l_1) \leq 0.87$.

Finally, by exploiting the results in (Janssen, 1994), it is possible to show that the above test is asymptotically consistent as a test for $P(Z \geq -Z')$, in the sense that the posterior lower and upper distributions of $P(Z \geq -Z')$ converge to the asymptotic distribution of the statistic $R^+$ (a Normal distribution). Conversely, the Wilcoxon signed-rank test is asymptotically consistent only under the assumption that the distribution $F$ is symmetric; when this is not the case the test is not calibrated and, thus, asymptotically inconsistent. Consider this example: $P(Z \geq -Z') = 0.5$ but the median $m$ is positive and, thus $F$ is asymmetric (for instance $F = wU[1.5] + (1 - w)U[-1.5]$, with $w = 0.46514$, $m = 1$ and $U[a, b]$ is the uniform distribution on the interval $[a, b]$), which can happen if a classifier is slightly better than the other except in a few cases where it is worse. In this case, is one classifier better than the other? Note that the frequentist test would neither be calibrated if the answer is yes, nor powerful if it is not (the probability of rejecting $H_0$ converges to 6.5% for frequentist test). In this case our test coherently declares that no classifier can be preferred (it is asymptotically calibrated).

### 3.1. How to choose $s$ in IDP

The value of $s$ determines how quickly lower and upper posterior expectations converge as the number of observations increases. A way to select a value of $s$ is by imposing that the degree of imprecision $\mathcal{S}[P(Z \geq -Z') | Z_1] - \mathcal{S}[P(Z \geq -Z') | Z_1]$ is reduced to a fraction of its prior value $\mathcal{S}[P(Z \geq -Z')] - \mathcal{S}[P(Z \geq -Z')] = 1$ after the first observation $Z_1 = Y_1 - X_1$. A degree of imprecision close to 1 after the first observation increases the probability of an indeterminate outcome of the test, whereas, a value close to 0 makes the test less reliable (in fact the limiting value of 0 corresponds to the Bayesian bootstrap which will be shown in the next section to be less reliable than IDP). Then the intermediate value of 1/2 is a frequent choice in prior-ignorance modeling (Pericchi & Walley, 1991; Walley, 1996). Although this is a subjective way to choose the
degree of conservativeness (indeterminacy), it represents a reasonable trade-off between the reliability and indeterminacy of the decision. From (6)–(7) it follows that $\frac{s^2 + 3s}{(s+1)(s+2)} = \frac{1}{2}$, we obtain $s = (\sqrt{7} - 3)/2$. Observe that the lower and upper probabilities produced by a value of $s$ are always contained in the probability intervals produced by larger values of $s$. Then whenever we are undecided for $s_1$ we are also for $s_2 > s_1$. Nonetheless, for large $n$ the distance between the upper and lower probabilities goes to zero, then also the indeterminacy goes to zero.

3.2. Managing ties

So far, it has been assumed that there is zero probability of ties ($Z_i = -Z_i$) and zeros ($Z_i = 0$). Notice that the zeros can be interpreted as ties, since $Z_i = 0 = -Z_i$. If ties are possible, the common approach to account for them is to consider the probability $[P(Z \geq -Z') + \frac{1}{2}P(Z = -Z')]$ (Sidak et al., 1999). Note that $P(Z \geq -Z') + \frac{1}{2}P(Z = -Z')$ is equal to $E[I_{(-\infty,-\epsilon)}(z) + \frac{1}{2}I_{(\epsilon,\infty)}(z)]$ in turns is equal to $E[H(z + \epsilon)]$, where $H(\cdot)$ denotes the Heaviside step function, i.e., $H(z) = 1$ for $z > 0$, $H(z) = 1/2$ for $z = 0$ and $H(z) = 0$ for $z < 0$. The procedure presented in this section is easily extended to the case of ties by substituting $I_{(-\infty,-\epsilon)}(Z_i)$ with $H(Z_i + Z_i)$ in the computation of $\mathcal{D}_{\alpha}[P(Z \geq -Z') > 1/2|z'|]$ and $\mathcal{F}_{\alpha}[P(Z \geq -Z') > 1/2|z']$.

4. Numerical Simulations

Consider a Monte Carlo experiment in which paired values of accuracies $X_i$, $Y_i$ are generated for $n = 30$ multiple data sets based on the Gaussian models:

$$
\begin{bmatrix}
X_i \\
Y_i
\end{bmatrix} \sim N\left(\begin{bmatrix}
0 \\
\Delta
\end{bmatrix}, \begin{bmatrix}
\sigma^2 \\
\rho \sigma^2 & \rho \sigma^2
\end{bmatrix}\right),
$$

(10)

for $i = 1, \ldots, n$, with $\Delta$ (difference in accuracy) ranging from $-0.07$ to $0.07$ and $\sigma = 0.12$. We have selected these values on the basis of extensive classification experiments performed using WEKA (Witten et al., 2011). Hereafter, due to the limited space, we only report the results for the case $\rho = 0$; the results obtained with correlation (e.g., $\rho = 0.95$) lead to similar conclusions. The aim of this section is to compare three methods to evaluate if the classifier $Y$ is better than classifier $X$ (i.e., $\Delta > 0$): (i) one-sided Wilcoxon signed-ranks test; (ii) Bayesian Bootstrap Dp($s = 0$); (iii) prior ignorance Dirichlet process (IDP) model. The one-sided Wilcoxon test has been implemented according to the conventional decision criterion: $p$-value less than $\alpha = 0.05$. To evaluate the performance of the tests, we have considered the average loss produced by each method (i.e. the proportion of wrong decisions multiplied by the corresponding $\alpha$) with different values of $\{l_0, l_1\}$. Fig. 2 reports as a function of $\Delta$ and for two different values of $\{l_0, l_1\}$: (i) the loss of the Dp($s = 0$) test; (ii) the loss of the Wilcoxon test; (iii) the loss of the IDP test when it is determinate; (iv) the indeterminacy of the IDP test, i.e., the number of runs it returns an indeterminate response divided by the total number of Monte Carlo runs. Let us start comparing Wilcoxon versus Dp($s = 0$). From the plot relative to the loss $\{l_0 = 1, l_1 = 4\}$, it can be seen that Wilcoxon is too conservative towards the null hypothesis. When $\Delta > 0$ it has a greater loss than Dp($s = 0$) and, thus, a lower power. This conservativeness can be quantified by computing the areas under the curves in Fig. 2 for the Wilcoxon and Dp($s = 0$) tests, i.e., the average loss (averaged over the Monte Carlo runs and the values of $\Delta$). The results are shown in Table 1 for different values of $\{l_0, l_1\}$. It is evident that Dp($s = 0$) has always lower average loss than Wilcoxon, (see in particular $\{l_0, l_1\} = (1,4)$ which corresponds to the plot in Fig. 2 (left)). The only exception is for $\{l_0, l_1\} = (1,19)$ (Fig. 2 (right)). In this case, the DP-based tests declares that classifier $Y$ is better than classifier $X$ when the posterior probability of the hypothesis $\Delta > 0$ is greater than $1 - \alpha = 0.95$. Thus for this choice of the loss, Wilcoxon and Dp are closely matched. However, the choice $\{l_0, l_1\} = (1,19)$ is extremely conservative, implying that the cost associated to a Type I error is 19-times greater than the cost associated to a Type II error. Consider, for instance, that clinical trials (Spiegelhalter et al., 1994) are usually designed to have significance level $\alpha = 0.05$ regardless of the loss. Table 1 shows that for a wide variety of values of cost configurations, including $\{l_0, l_1\} = (1,2)$ and $\{l_0, l_1\} = (1,4)$, the Bayesian test incurs much lower loss than the Wilcoxon signed-rank.
compare Wilcoxon and Dp(s = 0) with IDP; we distinguish two cases: (i) the instances in which IDP is determinate; (ii) the instances in which IDP is indeterminate. The loss (averaged w.r.t. \( \Delta \) and the Monte Carlo runs) for the first case is shown in Table 2, while for the second case Table 3 reports the percentage of times the Wilcoxon and Dp(s = 0) tests have returned a wrong decision in the two cases where the truth is \( H_0 \) or, respectively, \( H_1 \). From Tables 2-3, it can respectively be seen that: (i) in the IDP determinate instances the loss of Dp(s = 0) coincides with that of IDP; (ii) in the IDP indeterminate instances Dp(s = 0) is almost a random guesser. For \( l_1 < 19 \), Wilcoxon test has always greater loss than that of Dp(s = 0) and IDP in the determinate instances and it always returns \( H_0 \) in the indeterminate instances. The only exception is the case \( l_1 = 19 \) where the losses coincide in the determinate instances while, in the indeterminate ones, Wilcoxon is a perfect random guesser. From Fig. 2 (right) it can be seen that the percentage of runs in which IDP is indeterminate is high (e.g., about 16% for \( \Delta = 0.05 \)); this means that Dp(s = 0) and Wilcoxon are issuing an almost random answer in 16% of the cases, which is a large percentage (a similar comment can be done for Dp(s = 0) in the case \( l_1 \leq 19 \), see in particular \( l_1 = 4 \) in Fig. 2 (left)). For \( (l_0, l_1) = (1, 19) \), since in the determinate instances Wilcoxon and IDP have the same loss and in the indeterminate ones Wilcoxon is a random guesser, we could paradoxically design a new test that coincides with IDP in the IDP determinate instances and issues a random answer in the indeterminate ones that overall has the same loss of Wilcoxon. This shows that IDP is more reliable than Wilcoxon. In fact, assume that one is trying to compare the accuracy of two classifiers to determine if “Y is better than X” and that, given the available data, IDP is indeterminate. In such a situation the Wilcoxon test always issues a determinate response (pretending to be able to conclude whether “Y is better than X” or not), but its response is simply random (like tossing a coin). On the other side, the IDP acknowledges the impossibility of making a decision (I do not know whether “Y is better than X”). In such cases one knows that (i) her/his posterior decisions would depend on the choice of \( G_0 \); (ii) reaching a decision given the observed data is difficult, and in fact the Wilcoxon behaves like a random guesser. Based on the indeterminate outcome of the IDP test, one can for example decide to run the classifiers on additional datasets to eliminate the indeterminacy (in fact when the number of observations goes to infinity the indeterminacy goes to zero).

### Table 1. Total average loss.

<table>
<thead>
<tr>
<th>Loss, ( l_0 = 1 )</th>
<th>( l_1 = 1 )</th>
<th>( l_1 = 2 )</th>
<th>( l_1 = 4 )</th>
<th>( l_1 = 9 )</th>
<th>( l_1 = 19 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dp(s = 0)</td>
<td>.025</td>
<td>.054</td>
<td>.044</td>
<td>.053</td>
<td>.061</td>
</tr>
<tr>
<td>Wilcoxon</td>
<td>.048</td>
<td>.049</td>
<td>.050</td>
<td>.054</td>
<td>.061</td>
</tr>
</tbody>
</table>

### Table 2. Average loss in the IDP determinate cases.

<table>
<thead>
<tr>
<th>IDP</th>
<th>Dp(s = 0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( l_0 = 1 )</td>
<td></td>
</tr>
<tr>
<td>( l_1 = 1 )</td>
<td>.023</td>
</tr>
<tr>
<td>( l_1 = 2 )</td>
<td>.031</td>
</tr>
<tr>
<td>( l_1 = 4 )</td>
<td>.040</td>
</tr>
<tr>
<td>( l_1 = 9 )</td>
<td>.049</td>
</tr>
<tr>
<td>( l_1 = 19 )</td>
<td>.057</td>
</tr>
<tr>
<td>Wilcoxon</td>
<td>.047</td>
</tr>
<tr>
<td></td>
<td>.047</td>
</tr>
<tr>
<td></td>
<td>.048</td>
</tr>
<tr>
<td></td>
<td>.051</td>
</tr>
<tr>
<td></td>
<td>.057</td>
</tr>
</tbody>
</table>

### Table 3. % of \( H_0/H_1 \) decisions in the IDP indeterminate instances averaged over \( \Delta \) for \( l_0 = 1 \) and different values of \( l_1 \).

<table>
<thead>
<tr>
<th>IDP</th>
<th>Dp(s = 0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( l_1 = 1 )</td>
<td>45 / 45</td>
</tr>
<tr>
<td>( l_1 = 2 )</td>
<td>43 / 48</td>
</tr>
<tr>
<td>( l_1 = 4 )</td>
<td>43 / 50</td>
</tr>
<tr>
<td>( l_1 = 9 )</td>
<td>43 / 54</td>
</tr>
<tr>
<td>( l_1 = 19 )</td>
<td>42 / 55</td>
</tr>
<tr>
<td>Wilcoxon</td>
<td>100 / 0</td>
</tr>
<tr>
<td></td>
<td>100 / 0</td>
</tr>
<tr>
<td></td>
<td>100 / 0</td>
</tr>
<tr>
<td></td>
<td>100 / 0</td>
</tr>
<tr>
<td></td>
<td>100 / 0</td>
</tr>
</tbody>
</table>

### 4.1. Practical case studies

We consider three different classifiers: naive Bayes (NB) and two variants of the tree-augmented naive Bayes (TAN) (Friedman et al., 1997) which differ as for the score used for learning the TAN structure. We denote such two variants of TAN as TAN\(_{MDT}\) and TAN\(_{MDL}\). We run the WEKA implementation (Witten et al., 2011) of such classifiers on 70 data sets from the UCI repository: 54 classification data sets and 16 regression data sets, which we use for classification having discretized into 4 bins the target variable. We evaluate via 10 folds cross-validation the accuracy of each classifier on each data set. Then we compare pairs of classifiers via the Wilcoxon signed-rank test and its two novel Bayesian variants (Table 4.1). We run the tests in a one-sided fashion. When comparing NBC with a TAN the null hypothesis is that the median accuracy of NBC is no smaller than that of TAN; the alternative hypothesis is that the median accuracy of TAN is instead greater than that of NBC. The three tests consistently identify both TANs as significantly more accurate than NBC. Indeed, TAN is well-known to perform better than naive Bayes (Friedman et al., 1997). For both TANs, the DP(s=0) returns probability 1 for the alternative hypothesis. Given the large sample size (\( n=70 \)), the upper and lower posterior probability of the alternative hypothesis computed by IDP collapse on a single point, namely 1. On the other hand, the three tests consistently report no significant difference between the two TANs. The lower and upper posteriors for this last case are shown in Fig. 3.


4.2. Replicability analysis

According to (Bouckaert, 2004), a desirable test has low Type I error, high power and high replicability. The replicability is the probability that the same conclusion is achieved in two experiments involving the same pair of classifiers (i.e., the null hypothesis is accepted or rejected in both cases). We follow the experimental setup of (Demšar, 2006). We randomly draw 15 data sets among the 70 available. We repeat the drawing 1000 times. Every time we run the statistical tests to compare the accuracy of classifiers on the drawn data sets. We consider two pairs of classifiers: NB–TAN_{mdl} and NB–TAN_{BDeu}. This yields 1000 experiments for each pair of classifiers. In the following we describe how to measure replicability of a hypothesis test. The outcome e_i of the hypothesis test in the i-th experiment is 0 or 1 depending on whether the null hypothesis is accepted or rejected. The replicability R is defined as:

\[ R = 1 - 2 \frac{\sum (e_i - \bar{e})^2}{n - 1}, \]

where \( \bar{e} \) is the mean outcome of the hypothesis test over the \( n=1000 \) repetitions. Thus \( R \) ranges between 0.5 (random decisions) and 1 (perfectly repeatable decisions). To allow a fair measure of replicability we focus on the loss \( (l_0, l_1) = (1, 19) \), in which case the decisions of the frequentist (\( \alpha=0.05 \)) and of the Bayesian tests are closely matched, as already discussed. The IDP test suspends the judgment becoming indeterminate when the decision is prior-dependent, namely when the loss is minimized by returning either \( H_0 \) or \( H_1 \) depending on the prior. We separately evaluate the replicability of the decisions made by the tests when the IDP test is determinate and indeterminate, as reported in Tab. 5. Strikingly, a sharp drop of replicability affects both the Wilcoxon and the DP\((s=0)\) test when the IDP test becomes indeterminate. For both tests, when assessing both pairs of classifiers, the replicability drops from about 90% to about 50%. In practice both the Wilcoxon and the DP\((s=0)\) test behave as random guessers when the IDP is indeterminate.

The behavior of the IDP test cannot be mimicked by a reject option, which would suspend the judgment whenever the p-value of the frequentist test is close to 0.05. The IDP test checks whether the decision to be taken is prior-dependent, yielding a more complex behavior than a reject option. On the one hand the IDP test does not always gets indeterminate when the p-value is close to 0.05; on the other hand, in some cases it does get indeterminate when the p-value is quite far from 0.05. This means that the indeterminacy of IDP does not only depend on the p-value, but on the observations (not only the statistic). However, the median p-value of the cases in which IDP suspends the decision is close to 0.05. Moreover, the p-values of the cases in which IDP suspends the judgment are (almost) symmetrically distributed around 0.05. This explains why the replicability of the Wilcoxon test drops down to 50% in the IDP indeterminate instances.

5. Conclusions

We have proposed a novel Bayesian method based on the Dirichlet Processes (DP) for performing the Wilcoxon signed-rank test. We have developed two tests: one based on a noninformative prior and one based on a conservative model of prior ignorance (IDP). The Bayesian approach is more flexible than the frequentist one, as it allows for taking decision which minimize the expected loss. Experimental results show that the prior ignorance method is more reliable than both the frequentist test and the noninformative Bayesian one, being able to isolate instances in which these tests are almost guessing at random. We plan to extend this approach to implement Bayesian versions of multiple nonparametric tests such as for instance the Friedman test. In the long run, our aim is to build a statistical package for Bayesian nonparametric tests.
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6. Proofs

6.1. Proof of Theorem 1

Since \( \int I_{[-z',\infty)}(z)d\delta[F(z)F(z')] < \infty \), then

\[
\delta[P(Z \geq -Z')] = \delta \left[ \int I_{[-z',\infty)}(z)dF(z)F(z') \right] = \int I_{[-z',\infty)}(z)d\delta[F(z)F(z')].
\]

(11)

Let us define the following sets:

\[ A = (-\infty, \min(z,z')], \quad B = (\min(z,z'), \max(z,z')], \]
\[ C = (\min(z,z'), \max(z,z')]. \]

then

\[
\delta[F(z)F(z')] = \delta[P(A)P(B)] = \delta[P(A)(P(A) + P(C))]
\]
\[
= \delta[P(A)^2] + \delta[P(A)P(C)].
\]

From the property of the Dirichlet distribution, it results that

\[
\delta[P(A)^2] + \delta[P(A)P(C)] = \frac{\delta[P(A)](1 + \alpha(Z))\delta[P(A)]}{\alpha(Z) + 1} + \frac{\alpha(Z)\delta[P(A)]\delta[P(B)]}{\alpha(Z) + 1}.
\]

By some algebraic manipulations, it follows that

\[
\delta[F(z)F(z')] = \frac{\delta[P(A)](1 + \alpha(Z))\delta[P(A)]}{\alpha(Z) + 1} + \frac{\alpha(Z)\delta[P(A)]\delta[P(B)]}{\alpha(Z) + 1}
\]
\[
= \frac{1}{\alpha(Z) + 1} G(\min(z,z')) + \frac{\alpha(Z)}{\alpha(Z) + 1} G(z)G(z').
\]

6.2. Proof of Theorem 2

From (2), setting \( \alpha(Z) = s \to 0 \) it can be easily seen that

\[
\delta[P(Z \geq -Z')] = \int I_{[-z',\infty)}(z)dG(\min(z,z')).
\]

(12)

Note that, \( G_0(\min(z,z')) \) is a singular distribution on the cartesian product \( Z \times Z' \). Hence, we can write \( dG_0(\min(z,z')) = \delta(z')dG_0(z) \). As example consider the multivariate Normal distribution

\[
\begin{bmatrix}
Z \\
Z'
\end{bmatrix} \sim N\left(\begin{bmatrix}
0 \\
0
\end{bmatrix}, \begin{bmatrix}
1 & \rho \\
\rho & 1
\end{bmatrix}\right),
\]

which tends to \( \delta(z')N(0,0,1) \) for \( \rho \to 1 \). Since \( dG_0(\min(z,z')) = \delta(z')dG_0(z) \), then we have \( \delta[P(Z \geq -Z')] = \int I_{[0,\infty)}(z)dG_0(z) \).

The posterior is found for \( \alpha(Z) = s + n \to n \) and

\[
G = G_n = \frac{1}{n} \sum_{i=1}^{n} I_{Z,\infty}.
\]

Then we can write the integral in (2) as follows :

\[
\delta[P(Z \geq -Z')|Z'] = \frac{1}{n(n+1)} \left[ \int I_{[-z',\infty)}(z) \left( \sum_{i=1}^{n} \delta(z_i) \sum_{i=1}^{n} \delta(z_i)dzdz' \right) \right]
\]
\[
= \int I_{[-z',\infty)}(z)d\left( \sum_{i=1}^{n} I_{[z_i,\infty]}(\min(z,z')) \right).
\]

(13)

Given that

\[
I_{[a,\infty)}(\min(z,z')) = \begin{cases}
1, & z,z' \geq a, \\
0, & otherwise
\end{cases}
\]

which implies that \( dI_{[a,\infty)}(\min(z,z')) = \delta(\min(z,z'))dzdz' \), then

\[
\int I_{[-z',\infty)}(z)d\left( \sum_{i=1}^{n} I_{[z_i,\infty]}(\min(z,z')) \right) = \sum_{i=1}^{n} I_{[0,\infty)}(Z_i).
\]

(14)

It also holds that

\[
\int I_{[-z',\infty)}(z) \sum_{i=1}^{n} \delta(z_i) \sum_{j=1}^{n} \delta(z_j)dzdz' = \sum_{i=1}^{n} \sum_{j=1}^{n} I_{[-z_i,\infty)}(Z_i).
\]

(15)

Therefore,

\[
\delta[P(Z \geq -Z')|Z'] = \frac{\sum_{i=1}^{n} \sum_{j=1}^{n} I_{[-z_i,\infty)}(Z_i) + \sum_{i=1}^{n} I_{[0,\infty)}(Z_i)}{n(n+1)}
\]

6.3. Proof of Theorem 3

From (2), setting \( \alpha(Z) = s \) and \( dG = \delta_0 \) it can be easily seen that

\[
\delta[P(Z \geq -Z')] = 0 \quad \text{if } Z_0 < 0
\]
\[
\delta[P(Z \geq -Z')] = 1 \quad \text{if } Z_0 > 0
\]

and thus those are the lower and upper bounds of \( \delta[P(Z \geq -Z')] \).

When \( \alpha(Z) = s + n \) and \( G = G_n \) we can write the integral
in (2) as follows:
\[
\delta[P(Z \geq -Z')|Z^n] = \frac{1}{(s+n)(s+n+1)} \left[ s^2 \int \int l_{[-\infty,0]}(z) dG_0(z) dG_0(z') + \sum_{i=1}^{n} \delta G_i(z') dG_0(z') dz' + \sum_{i=1}^{n} l_{[-Z_i,\infty]}(z_i) + s l_{[0,\infty)}(b) + \sum_{i=1}^{n} l_{[0,\infty)}(Z_i) \right].
\]

Its extrema are found when both \(l_{[0,\infty)}(b)\) and \(l_{[-Z_i,\infty]}(b)\) are equal to, respectively, 0 (minimum) and 1 (maximum). These extrema have been obtained assuming that \(G_0 = \delta z_0 = \delta b\). However, this result holds for any other choice of \(G_0\), since \(G_0 = \delta b\) for a proper choice of \(b\) minimizes/maximizes the terms involving \(G_0\) in (16).

3. This can be proven by using a stick-breaking construction of DP from a generic \(G_0\) and showing that the lower and upper probabilities \(\mathcal{D}, \mathcal{D}'\) are obtained for \(dG_0 = \delta z_0\) for a suitable choice of \(Z_0\). Those priors give posterior DPs with base distribution
\[
dG_n = \frac{s}{s+n} \delta z_0 + \frac{1}{s+n} \sum_{j=1}^{n} \delta z_j.
\]

The fact that a sample from \(dG_n\) is given by \(dF_n = w_0 \delta z_0 + \sum_{j=1}^{n} w_j \delta z_j\), follows from the definition of Dirichlet process and the discreteness of the support of \(G_n\), by taking the partition \(\{Z_0, \{Z_1, \ldots, Z_n\}, \{Z_{n+1}\}\}\); the vector of probabilities \(P(\{Z_0\}, P(\{Z_1\}, \ldots, P(\{Z_n\}, P(\{Z_{n+1}\}) has a Dirichlet distribution with parameters \((s, 1, \ldots, 1, 0)\), and thus \(P(\{Z_0\}, P(\{Z_1\}, \ldots, P(\{Z_n\})) \sim Dir(s, 1, \ldots, 1)\). Let \(F_n\) be a sample from \(DP(s+n, dG_n)\), the probability of \(P(Z \geq -Z') > a\) is:
\[
\mathcal{D}[P(Z \geq -Z') > a|Z^n] = \mathcal{D}[P_n > a],
\]

with
\[
P_n = \int \int l_{[-\infty,0]}(z) d(F_n(z) F_n(z')).
\]

By \(dF_n = w_0 \delta z_0 + \sum_{j=1}^{n} w_j \delta z_j\), one has
\[
P_n = \int \int l_{[-\infty,0]}(z) (w_0 \delta z_0(z) + \sum_{j=1}^{n} w_j \delta z_j(z)) \cdot (w_0 \delta z_0(z') + \sum_{j=1}^{n} w_j \delta z_j(z')) dzd' = w_0^2 l_{[0,\infty)}(Z_0) + 2w_0 \sum_{i=1}^{n} w_i l_{[-Z_i,\infty)}(Z_0) + \sum_{i=1}^{n} \sum_{j=1}^{n} w_i w_j l_{[-Z_i,\infty)}(Z_j).
\]

which gives
\[
P_n = w_0(2 - w_0) + \sum_{i=1}^{n} \sum_{j=1}^{n} w_i w_j l_{[-Z_i,\infty)}(Z_j) \quad \text{if } Z_0 < -\max Z_i
\]
\[
P_n = w_0(2 - w_0) + \sum_{i=1}^{n} \sum_{j=1}^{n} w_i w_j l_{[-Z_i,\infty)}(Z_j) \quad \text{if } Z_0 > \max Z_i.
\]

6.4. Proof of Theorem 4

The posterior lower and upper probabilities of \(P(Z \geq -Z') > a\) are obtained in correspondence of the DP priors with atomic base distribution \(dG_0 = \delta z_0\) given in Theorem