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Abstract
We investigate the problem of on-line scheduling jobs on $m$ identical parallel machines where preemption is allowed. The goal is to minimize the maximum flow time among all jobs, where the flow time of a job is its completion time minus its release time. We derive an on-line algorithm with competitive ratio $2 - 1/m$. Moreover, when the algorithm must schedule jobs one by one in the order they are released, we prove that there is no randomized on-line algorithm with a better competitive ratio. Finally, we investigate the non-preemptive case and show that the First In First Out heuristic achieves the best possible competitive ratio when $m = 2$.
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1 Introduction
The $m$-machine scheduling problem is one of the most widely-studied problems in computer science, with an almost limitless number of variants (see [3] for an excellent survey until 1998). The most common objective function is the makespan, which is the length of the schedule, or equivalently the time when the last job is completed. This objective function formalizes the viewpoint of the owner of the machines. If the makespan is small, the utilization of his machines is high; this captures the situation when the benefit of the owner is proportional to the work done. If we turn our attention to the viewpoint of a user, the time it takes to finish individual jobs may be more important; this is especially true in interactive environments. Thus, if many jobs that are released...
early are postponed at the end of the schedule, it is unacceptable to the user of the system even if the makespan is optimal.

Another well-studied objective function is the total flow time \[1, 6, 8\]. The flow time of a job is the time the job is in the system, i.e., the completion time minus the time when it becomes first available. The above mentioned objective function is the sum of these flow values over all jobs. The Shortest Remaining Processing Time (SRPT) heuristic \[5\] produces a schedule with optimum total flow time when there is a single processor and preemption is allowed. Unfortunately, this heuristic may lead to starvation. That is, some jobs may be delayed to an unbounded extent. Inducing starvation is an inherent property of the total flow time objective function. In particular, there exist inputs where any optimal schedule for total flow time forces the starvation of some job \[2\]. From the discussion above, it is natural to conclude that in order to avoid starvation, one should bound the flow time of each job. This motivates the study of the minimization of the maximum flow time.

**Problem definition:** We study the problem of preemptively scheduling online a set of jobs on \(m\) identical machines. Each job \(J_j\) comes with its release time \(r_j\) and its processing time \(p_j\). At any time, each machine can process at most one job and each job can be processed by at most one machine. Preemption is permitted, which allows to partition the jobs into smaller pieces and to schedule these pieces on different machines. The jobs are presented online one-by-one as they appear in a list \(J_1, J_2, \ldots\) sorted according to jobs release times \(r_1 \leq r_2 \leq \ldots\). As soon as \(J_j\) appears, it has to be assigned irrevocably to one or more machines for \(p_j\) time units in all. No job can be scheduled before its release time. Job \(J_j\) becomes known only when \(J_{j-1}\) has already been scheduled. Let \(C_j\) be the completion time of job \(J_j\) in a given schedule. Then the flow time \(F_j\) of job \(J_j\) is equal to \(F_j = C_j - r_j\) and the maximum flow time \(F_{\text{max}}\) of the schedule is defined as \(F_{\text{max}} = \max_j F_j\). The objective is to find a schedule that minimizes the maximum flow time.

**About the on-line model:** In the studied model, the jobs arrive in a sequence and need to be scheduled immediately; however the sequence is sorted according to the release times. The model studied in this paper appears to be new, and it is an unusual blend of two standard models \[11\]. The first is that of jobs arriving over time, i.e., the jobs become known at their release times (all at once if there are more such jobs), and at any time the algorithm can arbitrarily choose among the available jobs - if a job is not started at its release, its assignment may depend on jobs released in the future. In the second model the jobs arrive over a list, i.e., the jobs are ordered in some list and are presented one by one according to this list. As soon as the job is presented we know all its characteristics. The information on the next job is not known until the current job is assigned. As soon as a job has been assigned, it cannot be moved again. In general, there is no restriction on the order - the time in the schedule as well as release times can be totally independent of the order of the list.
Scheduling jobs as soon as they are released, seems a very natural model to incorporate release times in the model of scheduling the jobs one by one. In addition, if there is no restriction on the order, we will prove (Section 5) that no on-line algorithm can be competitive. Finally, any algorithm that works in this new model also extends to the standard model of jobs arriving over time.

Previous work and our contribution: The off-line version of this problem, where all the jobs information, such as the total number of jobs, their release dates and processing times, is fully known in advance, can be solved to optimality in polynomial time [7]. The only known result about the on-line version is that the First In First Out (FIFO) heuristic (that is, scheduling jobs in the order they arrive to the machine on which they will finish first) is a \((3 - 2/m)\)-competitive algorithm (a \(\rho\)-competitive algorithm is an on-line algorithm that finds a solution within a \(\rho\) factor of the optimum). This bound holds for both the preemptive [9] and non-preemptive [2] setting. We observe that in [2], the authors consider the scheduling over time model when preemption is not allowed, and claim a lower bound of \(3/2\) on the best possible competitive ratio. However, it is easy to check that the proposed construction gives only a lower bound of \(4/3\) (but the arguments in [2] give a lower bound of \(3/2\) when the on-line model is the same as the one proposed in this paper). When the jobs release times are identical, the problem reduces to the classical makespan minimization problem. In this case, it is known [4] that there does not exist any on-line algorithm with competitive ratio better than \(m^m/(m^m - (m - 1)^m)\), and this bound is valid even for randomized algorithms [11]. Interestingly, there is a deterministic algorithm matching this lower bound [4].

In this paper we derive a \((2 - 1/m)\)-competitive algorithm for the preemptive identical machines max flow time minimization problem (Section 2), and prove its optimality within the proposed on-line model (Section 3). Indeed, we show that there is no randomized on-line algorithm, working against an oblivious adversary, with a better competitive ratio. We observe that the provided lower bound of \(2 - 1/m\) on the competitive ratio holds also for the non-preemptive case. Finally, we further refine this bound when the number of machines is two. Precisely, we provide a lower bound of 2 on the competitive ratio for deterministic non-preemptive algorithms for two machines (Section 4), which shows that FIFO is optimal for \(m = 2\).

2 The on-line algorithm

The proposed Algorithm 1 splits any job into equal parts among the machines.

Algorithm 1 Number the machines from 1 to \(m\). Whenever a new job arrives, divide it into \(m\) pieces of equal size. In the order of increasing machine index \(i\) (\(i = 1, \ldots, m\)) and starting from \(i = 1\), schedule piece \(i\) as soon as possible as a whole after all previously scheduled pieces on machine \(i\).
In a practical implementation, one would probably try to take advantage on idle times in the current schedule to schedule the pieces. As long as this does not increase the completion time of any of the pieces compared to Algorithm 1, this obviously cannot worsen the competitive ratio of an instance. But for the worst case competitive ratio, it does not help.

In order to analyze Algorithm 1, we use two lower bounds on the optimal solution value. The first one is the length of the largest job. For the second lower bound, we allow that pieces belonging to the same job are scheduled in parallel. In this model, the optimal algorithm is similar to Algorithm 1: Whenever a job arrives, we break it into $m$ pieces and schedule all of them in parallel, as soon as possible. Obviously, all pieces of a job complete at the same time. Hence we can define $c_j$ to be the common completion time of the pieces of job $J_j$.

In order to see the optimality of our algorithm in the new model, consider the schedule after $j$ jobs have been scheduled. The makespan of this schedule is $c_j$ and obviously, this is optimal. The flow time of job $J_j$, defined as $f_j := c_j - r_j$, is a lower bound for the max flow time among the first $j$ jobs, since there must be at least one job that finishes not before $c_j$, and its release time cannot be later than $r_j$. Using our algorithm in the relaxed model, the flow time of any job $J_j$ is exactly $f_j$, and therefore it is optimal.

We are now ready to analyze Algorithm 1. Remember that in contrast to the previous paragraph, pieces belonging to the same job cannot be scheduled in parallel. For what follows, we need the following definition.

$$p_{\max}^{(k)} := \max_{i=1, \ldots, k} p_i.$$  

**Lemma 1** Consider the schedule after $j$ jobs have been scheduled using Algorithm 1. Then the completion time of machine $i$ is at most $c_j + (i - 1)p_{\max}^{(j)}/m$ and therefore, the flow time of piece $i$ of a job $J_j$ is at most $f_j + (i - 1)p_{\max}^{(j)}/m$.

**Proof.** We give an inductive proof. Obviously, the statement is true if no jobs have been scheduled. For the inductive step, let us assume that $j - 1$ jobs have been scheduled. Let job $J_j$ have length $l$. If $l \leq p_{\max}^{(j-1)}$, the completion time on machine $i$ is at most $\max(c_{j-1}, r_j) + (i - 1)p_{\max}^{(j-1)}/m + l/m = c_j + (i - 1)p_{\max}^{(j)}/m$. If on the other hand $l > p_{\max}^{(j-1)}$, then the completion time of machine $i$ is at most $\max(c_{j-1}, r_j) + i \cdot l/m = c_j + (i - 1)p_{\max}^{(j)}/m$. 

**Theorem 2** Algorithm 1 is $2 - 1/m$ competitive.

**Proof.** Let $n$ denote the number of submitted jobs and let $F^* = \max\{f_1, f_2, \ldots, f_n\}$, which is a lower bound on the optimal max flow time. The flow time of any job $J_j$ is bounded by

$$f_j + (m - 1)p_{\max}^{(n)}/m \leq F^* + (m - 1)F^*/m = (2 - 1/m)F^*.$$
3 A matching lower bound

In this section we prove that no on-line algorithm with a competitive ratio smaller than \(2 - \frac{1}{m}\) exists, even if we allow randomization. In proving lower bounds for randomized algorithms, one must be careful to delimit the adversary’s access to the random bits used by the algorithm. In our setting, we consider the oblivious adversary (see e.g. [10]), who knows only the algorithm but not the coin tosses. The oblivious adversary models the situation where a randomized algorithm receives a problem instance and must produce a solution; the random choices it makes have no effect on the input it sees.

**Theorem 3** No randomized on-line algorithm for preemptive scheduling of identical machines, working against an oblivious adversary, has competitive ratio smaller than \(2 - \frac{1}{m}\).

**Proof.** We prove the theorem by giving a lower bound of \(2 - \frac{1}{m} - \varepsilon\) on the competitive ratio, for any fixed \(\varepsilon > 0\). We apply Yao’s Minimax Principle [12]: the competitiveness \(C^A_P\) of the optimal deterministic algorithm \(A\) for an arbitrarily chosen input distribution \(P\) is a lower bound on the competitiveness \(C^R_{obl}\) of the best randomized algorithm \(R\) against the oblivious adversary. Thus, we can establish a lower bound on \(C^R_{obl}\) by giving a probability distribution \(P\) and giving a lower bound on \(C^A_P\) for any deterministic on-line algorithm \(A\).

The input distribution \(P\) is as follows. Jobs are released in rounds, starting with round 1. Let \(r(i)\) denote the common release time of jobs at round \(i\). Set \(r(1) = 0\), whereas the remaining release times are defined as follows. At round \(i\) the following set of jobs are submitted in the order.

- \(m(m-1)\) unit jobs; set \(r(i+1) \leftarrow r(i) + (m-1)\);
- with probability \(1/2\): submit an additional job of length \(m\) and increase the next release date by 1, i.e. \(r(i+1) \leftarrow r(i+1) + 1\).

Observe that in the optimal solution there are no idle times between two consecutive rounds. Let \(F^A_{\max}(i)\) and \(F^*_\max(i)\) denote the max flow time of jobs released within the first \(i\) rounds and when they are scheduled according to algorithm \(A\) and the optimal off-line algorithm, respectively. Let

\[
k_1 \geq \frac{2m^2}{\varepsilon} \quad \text{and choose } k_2 \text{ s.t. } \left(\frac{1}{2}\right)^{k_2} \leq \frac{\varepsilon m - \varepsilon}{m} \quad \text{and } k = k_1 + k_2.
\]

In the remainder, we show that within \(k\) rounds the expected value of \(F^A_{\max}(k)\) is at least \(2m - 1 - m\varepsilon\), whereas \(F^*_\max(k) \leq m\) and we are done. With this aim, we need to define the notion of overload. The overload at round \(t\), denoted by \(H_t\), is the total work that is conducted after the starting time \(r(t)\) of round \(t\) in the on-line schedule, where only jobs that are released before \(r(t)\) are considered. Let \(I_i\) be the sum of machine idle times between time \(r(i)\) and \(r(i) + m - 1\) before the job of length \(m\) is, in case, submitted during the \(i\)-th
round. Let $X_i$ be an indicator random variable which is equal to one if the large job of size $m$ is submitted at round $i$, and zero otherwise. Observe that $H_t \geq \sum_{i=1}^{t-1} I_i (1 - X_i)$ and $F_{max}^A(t) \geq \frac{m(m-1) + H_t}{m}$. Therefore, after $k$ rounds either

(a) there are at least $k_1$ rounds with $I_i \geq \epsilon$, or

(b) there are at least $k_2$ rounds with $I_i < \epsilon$.

In case (a) we have $E[F_{max}^A(k)] \geq \frac{m(m-1) + m^2}{m} = 2m - 1$ by noting that $E[H_k] \geq m^2$, and we are done. In case (b) there are at least $k_2$ rounds with $I_i < \epsilon$. During these $k_2$ rounds, if a job of size $m$ is submitted, its starting time cannot be smaller than $m - \epsilon$. Hence we can conclude that

$$E[F_{max}(k)] \geq m - 1 - \epsilon + (1 - (1/2)^{k_2})m \geq 2m - 1 - me.$$

4 On the non-preemptive problem

Note that the lower bound given by Theorem 3 holds also for the non-preemptive problem (this immediately follows from the proof by observing that there is an optimal solution of the given instance which is non-preemptive). However, for the non-preemptive case, one can provide a lower bound of two, which matches the competitive ratio of FIFO on two machines [2].

**Theorem 4** On two machines, FIFO is an optimal deterministic non-preemptive algorithm.

**Proof.** The lower bound works in rounds. Every round starts by releasing a set of jobs. Depending how the online algorithm processes these jobs, further jobs might be released to complete the round. There are two different types of rounds, which are further subdivided into 5 variations in total, as described in Figure 1. For every variation, Figure 1 shows the online and off-line behavior. All rounds have a starting time, which it denoted by $r_i$. By $r_{i+1}$, we denote the time by which the optimal off-line algorithm completes the processing of the jobs of the current round. This is also the starting time of the subsequent round. The overload at the beginning of a round is the total amount of time for which the machines of the on-line algorithm are busy processing jobs of the previous rounds after time $r_i$. It is denoted by the grey area in Figure 1. An overload is called flat if it is equally partitioned on both machines; this in contrast to a one-sided overload, where the whole overload is concentrated on one machine.

The first type of round starts from a flat overload of size $o$, and ends with a one-sided overload of size $(1 + o)/2$. There are two variations of this type, denoted by (1a) and (1b) in Figure 1. In both variations, first two small jobs of size $1/2$ are released. Whether or not the large job of size 1 is released depends
on how the on-line algorithm places the small jobs. The release time of all jobs released in this round is \(r_i\). The starting time of the upcoming round is denoted by \(r_{i+1}\).

The second type of round, denoted by (2a–c) in Figure 1, starts from a one-sided overload, and either ends with a one-sided overload of size \((3/2)\alpha\), or turns the overload into a flat one, without increasing it. As for the previous cases, first the two small jobs of size \(\alpha/2\) are released. The large job of size \(\alpha\) is released only if the two jobs are not placed on the same machine.

The first round will be of type (1), since there is no overload yet. The type of round \(i + 1\) depends on the type of the overflow after round \(i\) finished.

After at most \(2k\) rounds, the overload will be at least \(1 - (1/2)^k\). At round \(2k\) or \(2k + 1\), the overload can be made one-sided, and as soon it happens two jobs of size 1 are released. At least one of these jobs will have flow time \(2 - (1/2)^k\).

It is easy to see from Figure 1 that the adversary can preserve a maximum flow time of 1 for all jobs. Therefore, by choosing \(k\) large enough, we can reach \(2 - \varepsilon\) for any \(\varepsilon > 0\).

5 On scheduling over a list with release times

In scheduling over a list, the jobs are ordered in some list and are presented one by one according to this list. In the following we observe that if there is no restriction on the order of the list, then no algorithm can be competitive.
Theorem 5  In the on-line model of scheduling over a list, if release times can be totally independent of the order of the list, then no on-line algorithm can be competitive when minimizing the max flow time.

Proof. The claim follows by an easy adaptive adversary argument. Consider the single machine case. By contradiction, let us assume that there exists an on-line algorithm $A$ that is $k$-competitive, for any fixed constant $k \geq 1$. A set of $n$ unit jobs are submitted in the order $J_1, J_2, \ldots$, such that job $J_j$ is released at time $r_j = j - 1$. Depending on the behavior of the on-line algorithm $A$, the adversary may submit a final unit job whose release time is specified in the following. Starting from $i = 0, 1, 2, \ldots$, if the next $2k$ jobs $J_{2i+1}, \ldots, J_{2(i+1)k}$ are scheduled by algorithm $A$ one after the other, and without leaving any unit gap between these jobs, then the adversary submits the last unit job $J_{2(i+1)k+1}$, with release time $r_{2(i+1)k+1} = 2ik$. In this case the optimal max flow time is 2, whereas job $J_{2(i+1)k+1}$ is completed not before time $2(i+1)k+1$. Therefore, $A$ returns a solution whose value is at least $2k+1$, which contradicts our assumption that $A$ is $k$-competitive. Otherwise, every $2k$ scheduled jobs there is at least one unit gap, and after $2k(k+1)$ submitted jobs there are at least at least $k+1$ unit gaps from time 0 up to time $2k(k+1)$. The latter means that at time $2k(k+1)$, there are still at least $k+1$ jobs which have been released before that time, and that have not yet been completed. It is easy to observe that among these jobs there is at least one job with flow time at least $k+1$, whereas the optimal max flow time is 1, which again contradicts our assumption that $A$ is $k$-competitive.

Finally, we would like to point out that the result of Theorem 5 should be put in contrast with the makespan problem with release times, where a competitive algorithm can be easily obtained even when there is no restriction on the order of the list.

6 Open problems

There are several open problems in the area of max flow time scheduling. Concerning the off-line version, FIFO is still the best known non-preemptive algorithm if the number of machines is not a constant. (When the number of machines is a constant, there is a fully polynomial time approximation scheme [9].) As to on-line algorithms, it would be nice to improve on FIFO. While our preemptive algorithm is optimal for identical parallel machines in the proposed on-line model, it would be interesting to investigate on the scheduling over time model. Finally, apparently it does not generalize easily to uniformly related parallel machines.
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