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Abstract

Static real world images are processed by a computationally simple and biologically plausible version of the recent predictability minimization algorithm for unsupervised redundancy reduction. Without a teacher and without any significant pre-processing, the system automatically learns to generate orientation sensitive edge detectors in the first (semilinear) layer.

1 INTRODUCTION

Redundancy reduction is widely regarded as an important goal of unsupervised learning. See e.g. [2, 1, 4, 14]. But how to achieve this goal in a massively parallel, local, and biologically plausible way? The simple approach in this paper is based on the principle of predictability minimization [12]. A feedforward network with n output units (or code units) sees redundant input patterns. Its goal is to respond with informative but less redundant output patterns (ideally creating a binary factorial code [2] of the input ensemble). The central idea of predictability minimization is: For each code unit, there is a predictor network that tries to predict it from the remaining n-1 code units. But each code unit tries to become as unpredictable as possible. The only way it can do so is by representing environmental properties that are statistically independent from environmental properties represented by other code units. Predictors and code units co-evolve by fighting each other.

So far, predictability minimization has been tested on artificial data only [6, 13, 14]. Here we study the question: what happens if we apply a biologically plausible, computationally simple, entirely local, and highly parallel variant of predictability minimization to real world images? Can we obtain feature detectors reminiscent of those observed in early visual processing stages of biological systems? Does predictability minimization offer a plausible alternative to previous parallel methods for unsupervised feature detection, e.g. [7, 5, 3, 9]? The following section presents details and results in the context of an application.
2 APPLICATION: IMAGE PROCESSING

Predictability minimization is applied to static black and white images of driving cars (see figure 1). Each image is divided into 566 x 702 square pixels. Each pixel can take on 16 different grey levels represented as integers between 0 and 15.

Figure 1: A typical image from the image data base.

**Input generation.** There is a circular “input area”. Its diameter is 64 pixel widths. There are 32 output units or code units. For each code unit, there is a “bias input unit” with constant activation 1.0, and a circular receptive field of 81 evenly distributed additional input units. The diameter of each receptive field is 20 pixel widths. Receptive fields partly overlap. The positions of code units and receptive fields relative to the input area are fixed. See figure 2. The rotation of the input area is chosen randomly. Its position is chosen randomly within the boundaries of the image. If the position of an input unit is inside the input area, then its activation is the average grey level value of the closest pixel and the four adjacent pixels (see figure 3). Otherwise its activation is zero.

**Input processing.** In response to a given external input pattern, the i-th code unit produces an output value $y_i = f(\sum_j w_{ij}z_{ij}) \in [0, 1]$, where $f(x) = \frac{1}{1+e^{-x}}$, $z_{ij}$ is the activation of the j-th input unit of the i-th code unit, and $w_{ij}$ is the weight on the connection between the i-th code unit and its j-th input unit (before training, all weights are randomly initialized). The semilinearity is potentially important: successive stages of the system can be used for arbitrary non-linear input transformations, while successive stages of linear systems cannot.
Figure 2: Small circles represent partly overlapping receptive fields of code units. Their positions are shown relative to the input area (grey). See figure 3 for details of a receptive field.

On-line predictability minimization and learning. For each code unit, there is a semi-linear predictor network that tries to predict it from the remaining code units. \( P_i = f(\sum_{k \neq i} v_{ik} y_k) \) is the output of the predictor network for code unit \( i \) in response to \( \{y_k, k \neq i\} \), where \( v_{ik} \) is the weight on the connection from the \( k \)-th code unit. Using the delta-rule and on-line learning with learning rate \( \eta_P \), the predictor adjusts its weights to decrease

\[
(P_i - y_i)^2.
\]

Over time, the predictor tends to (semilinearly) approximate the conditional expectation \( E(y_i | \{y_k, k \neq i\}) \). But, simultaneously, the code units try to maximize the same (!) objective function the predictors try to minimize: using the inverse delta-rule and on-line learning with learning rate \( \eta_C << \eta_P \), the \( i \)-th code unit adjusts its weights to increase \( (P_i - y_i)^2 \). This can be done in an entirely local manner (since this encourages near-binary code unit activations, the predictor actually tends to approximate the conditional probability \( P(y_i \text{ close to } 1 | \{y_k, k \neq i\}) \)). Predictors and code units try to achieve conflicting goals, thus fighting each other.

Heuristic simplifications. To add biological plausibility, the on-line procedure above simplifies the more general method\(^1\) presented in [12]. Heuristic simplifications are: (1) No error signals are propagated through the predictor input units down into the code network. (2) We focus on semilinear networks as opposed to general non-linear ones. (3) Predictors and code units learn simultaneously and in parallel. Also, note that each code unit sees only part of the total input.

Performance measure. To measure information throughput, learning is occasionally switched off. Then the number \( N \) of pairwise different output patterns in response to 5000 randomly generated input

---

\(^1\)P. Dayan, R. Zemel and A. Pouget gave some justification of the general method (personal communication, 1992, see also [13, 14]): They observed that maximizing \( \sum (P_i - y_i)^2 \) is equivalent to maximizing \( \sum \operatorname{VAR}(y_i) - \sum (P_i - y_i)^2 \) (this expression is a special case of one given in [12]). With binary units, maximization of the first term implies local maximization of information throughput. Maximization of the second (negative) term enforces statistical independence of the code units (assuming perfect predictions), thus encouraging global maximization of information throughput.
patterns is determined (the activation of each output unit is taken to be 0 if below 0.05, 1 if above 0.95, and 0.5 otherwise). The success rate is defined by $\frac{N}{200}$.

**Results.** Figure 4 plots success rate against number of training pattern presentations. Results are shown for various pairs of predictor learning rates $\eta_P$ and code unit learning rates $\eta_C$. For instance, with $\eta_P$ close to 1.0 and $\eta_C$ being one or two orders of magnitude smaller, high success rates are obtained. Although the learning rates do have an influence on learning speed, the basic shapes of the learning curves are similar.

**Edge detectors.** In all cases, it was found that the system creates orientation sensitive edge detectors in an unsupervised manner. Weights corresponding to a typical receptive field (after 5000 pattern presentations) are shown in figure 5. The connections are divided into two groups, one with inhibitory connections, the other one with excitatory connections. Both groups are separated by a "fuzzy" axis through the center of the receptive field. Its rotation angle determines the alignment of the edge leading to maximal response. In general, receptive fields of different code units exhibit different rotation angles. See figure 6.

**Previous work.** We do not claim that predictability minimization is the only parallel method (as opposed to sequential methods, e.g. [10]) that can lead to orientation sensitive edge detectors. For instance, Miller [9] reports the emergence of orientation sensitive cells, but unlike our approach, his approach involves additional prewired input processing. In case of Gaussian input distributions, Linsker's
Figure 4: Success rate plotted against number of training pattern presentations (logarithmic scale). Results are shown for various pairs of predictor learning rates $\eta_P$ and code unit learning rates $\eta_C$. a: $\eta_P = 0.001, \eta_C = 0.00004$. b: $\eta_P = 0.01, \eta_C = 0.00011$. c: $\eta_P = 0.1, \eta_C = 0.005$. d: $\eta_P = 1.0, \eta_C = 0.0042$.

**linear approach** [7] also generates certain kinds of orientation sensitive fields (see also [8]). This holds for more structured input data as well (Linsker, personal communication, 1994). In case of multiple code units, however, Linsker has to compute the derivatives of determinants of covariance matrices, which is biologically implausible. Also, our **semilinear** system appears to have additional potential: successive semilinear stages of our system can be used for arbitrary non-linear input transformations, while successive stages of linear systems cannot. Thus, our approach represents an interesting (and simple) alternative. Finally, it is conceivable that Földiák's system [5], Rubner and Tavan's system [11], and Deco and Parra's system [3], might come up with similar edge detectors when applied to real world images. Unlike these approaches (and unlike other similar systems), however, our feedforward net does neither require time consuming settling phases (due to recurrent connections) nor analytic computations of the weight vectors.

**Future research.** We implemented a hierarchy of processing stages, each consisting of code modules and predictors as above. Each stage computes the input to the next stage. Preliminary tests led to feature detectors causing high information throughput. However, the corresponding receptive fields did not exhibit any obvious structure (like the one observed in the first layer). We would like to test the system on large data sets of real world scenes. We expect that this will lead to successively more complex and more specialized feature detectors, hopefully qualitatively related to those observed in biological systems. Unfortunately, however, our current hardware equipment does not permit large scale applications of this kind.
Figure 5: Weights corresponding to a typical receptive field (after 5000 pattern presentations). The connections are divided into two groups, one with inhibitory connections, the other one with excitatory connections. Both groups are separated by a "fuzzy" axis through the center of the receptive field. Its rotation angle determines the alignment of the edge leading to maximal response.
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Figure 6: For all receptive fields, typical post training boundaries between positive and negative weights are shown. Distances between field centers are "blown up" to avoid confusion caused by overlaps.
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