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Abstract—We present an approach for controlling the position of a quadrotor in 3D space using pointing gestures; the task is difficult because it is in general ambiguous to infer where, along the pointing ray, the robot should go. We propose and validate a pragmatic solution based on a push button acting as a simple additional input device which switches between different virtual workspace surfaces. Results of a study involving ten subjects show that the approach performs well on a challenging 3D piloting task, where it compares favorably with joystick control.

I. INTRODUCTION

Pointing gestures are an attractive modality for human-robot interaction; it is pervasive in human-human communication and thus natural and intuitive to use. In our everyday lives, we point to give directions, refer to places, objects, and even events that happened in the past [1]. In human-robot interaction, pointing is a popular choice for tasks that require explicit and precise position information: for example, to tell an assistant robot to pick up a tool or to move to a location.

We consider pointing as an input interface for controlling robots within proximity and within visual contact of an operator. The operator controls the mobile robot by pointing at a desired target position \( p_t \) in 3D space for the robot to reach; the robot moves there, and keeps tracking the updated position of \( p_t \) when the operator points at another location. This allows the operator to finely control the robot in a continuous fashion, and drive it along complex trajectories.

This control modality is attractive because it features no indirection between human commands and robot actions. The operator acts directly in their local reference frame without the need to account for a possible coordinate frame mismatch between the input interface and the robot. Once the operator has identified a target for the robot, the cognitive effort required to point at it is minimal.

In our previous work [2], we have shown that pointing can be efficiently used to guide flying robots on complex 2D trajectories constrained to a horizontal plane at a predetermined height over a horizontal floor. This work extends the approach and proposes an efficient way to control flying robots also in 3D. Most operators who tested our previous prototypes expressed the wish for such a feature, but designing it faces a fundamental challenge: the act of pointing by itself does not uniquely identify the desired target position \( p_t \). In fact, a given pointing stance defines a pointing ray \( r \) in 3D space, originating at the operator’s body and extending to infinity along a given 3D direction: the desired target position \( p_t \) might lie anywhere on \( r \).

In certain cases we can use additional assumptions to determine the target point \( p_t \) on the pointing ray: 1) If the robot’s motion is constrained to a plane (e.g. a ground robot on flat ground, or a flying robot moving at a fixed height) one can identify \( p_t \) as the intersection between \( r \) and such plane, as in our previous work [2]; 2) If the target \( p_t \) lies very close to a solid surface of the environment (e.g. a ground wheeled or legged robot that travels on a generic terrain, including indoor environments with stairs; or a flying inspection robot that follows a complex 3D structure), \( p_t \) can be identified by intersecting \( r \) with a known model of the world’s surfaces.

In this paper we consider a control of a quadrotor that freely moves in 3D space, where neither of these constraints apply; it is therefore impossible to unambiguously determine \( p_t \) from \( r \); we further assume that the operator controls the robot in a continuous fashion accounting for their perception of the robot’s position. Even with this assumption, the problem is underconstrained: consider the case in which the operator is pointing at the robot while it flies few centimeters from the ground and one meter in front of them. The operator then adjusts their pointing stance by slightly increasing the elevation of their arm. Does this mean that the robot should move farther from the user while staying at the same height, or that it should move up?
After reviewing related work (Section II), we describe our main contribution (Section III): a pragmatic solution to the above problem, which relies on a well-defined user-centric set of virtual workspace surfaces that do not depend on the environment; the user switches between these surfaces with an additional control input; in practice, such input could be a push button held in either the pointing or free hand (see Figure 1), or a detector of specific gestures or simple voice commands. Section IV describes our implementation that is experimentally assessed in Section V, and Section VI reports experimental results from our user study.

II. RELATED WORK

A large number of works on gesture-based drone interaction are based on iconic gestures [3, 4, 5]. These can use hands, arms, or full-body postures to give discrete commands to a drone, such as “go up”, “go down”, “turn left”, “take off”, etc. Although these gestures may be represented by a pointing hand or arm, the exact direction of this pointing is not important. On the contrary, we are interested in pointing gestures that indicate precise directions and locations with respect to the user. Therefore, we only review the research related to this type of pointing gestures and omit interfaces based on iconic gestures.

Pointing gestures is a skill that humans develop since an early age [6]. They are used in everyday lives to efficiently communicate locations and directions in the surrounding 3D space to other people. It also has been shown that people naturally choose to use pointing gestures when they need to command a drone to move to a precise location [7]. For these reasons pointing gestures are a popular choice in robotics, where they are typically used for tasks such as pick-and-place [8, 9, 10], object and area labeling [11], teaching by demonstration [12], point-to-goal [13, 14], selection of a robot within a group [15, 16], and assessment of joint attention [17].

The problem of using pointing gestures consists of two parts: perception of the gesture itself and estimation of the pointed location. The perception of gestures can be performed by a robot or by a group of robots [18, 16], by instrumented environment [19], or, as in our case, by a device worn by the user [12, 13, 15]. The first approach is the most popular in human-robot interaction (HRI) research, however it requires solving a challenging perception problem because the robot has to continuously sense the user. Relying on sensors placed in the environment relaxes the requirements on the robots, but limits the applicability of the system to properly instrumented areas; in both cases, the positions being pointed at need to be inferred by external observation, which is typically performed with cameras or RGB-D sensors.

Regardless of the specific approach adopted for sensing, assuming a perfect knowledge of the user’s posture, one has to solve the problem of interpreting such a posture and mapping it to the point in the environment that the user wants to indicate; this is typically solved in two steps: first, identify a direction (i.e. a ray in 3D space); then, relate such ray with the environment to get a point or object. The first step is typically solved by defining a ray that originates at head ([20, 21, 22, 23] or at arm ([22, 8, 24, 25]) and passes through another point located on the arm, for example, tip of the index finger. Different configurations of these two points define a number of pointing models, in particular in robotics [8, 10, 22, 24]: head-finger, upper arm, and forearm models. In this work, we employ the head-finger model.

Once the pointing direction is found one needs to identify the pointed location or object. This is typically done by intersection of the pointing ray with the environment. For example, with large public displays [26, 27, 28] or with the model of the environment acquired with depth sensors [8, 9, 10].

Our goal, however, is to define a target 3D position in free space. An interesting approach to this problem is to use motion scaling within pick-and-place paradigm [29]: the user “picks” a drone with the pinch gesture as if it is within arm’s reach and moves the hand to a new location to “place” the drone there; the 3D offset of the hand defines a displacement vector that is applied to the drone but is scaled proportionally to the user-drone distance. A similar image plane manipulation technique was earlier also proposed for object manipulation in virtual environments [30]. This approach has two drawbacks: 1) because the hand’s and drone’s displacement vectors are parallel it might be difficult for a user to visualize where the drone will end up; 2) inherently limited range of motion of the hand limits the range of motion of the drone.

We approach the problem of defining 3D positions in free space by introducing virtual workspace shapes that constrain the motion of the robot on a given surface, e.g. plane, cylinder, or sphere. As compared to image plane manipulation techniques, our approach allows one to easily predict the target position of the robot and, technically, allows the user to position a robot in entire 3D space.

III. MODEL

A. Target point

In this work, we assume that the robot and the operator are localized in a common reference frame. In practice, we can estimate the transformation between their relative frames with collaborative visual-inertial SLAM methods [31] or a technique that compares the motion of a robot and an arm that points at it [32].

The operator indicates a target point $p_t$ by pointing. We assume that $p_t$ lies on a pointing ray $r$. To identify $r$, we adopt a simplified version of the head-finger model (eye-finger ray cast method by Mayer et al. [21]) which defines $r$ as the half-line originating at the operator’s dominant eye at point $p_o$ and passing through the tip of the pointing finger, located at the end of a straight arm with orientation $\omega_o$, which is measured by a wrist-mounted IMU.

With the further assumption that eye and shoulder are vertically aligned (and that shoulder height, shoulder-finger length, shoulder-eye distance are known), we can reconstruct $r = r(\omega_o, p_o)$. When the origin $p_o$ of the ray is fixed, the
operator has two degrees of freedom (the arm orientation) to move \( r \) and point to a different target.

We define \( p_t \) as the intersection of the pointing ray \( r \) with a workspace surface \( S \): \( p_t = r \cap S \), i.e., the operator, by moving their arm, moves a well-defined 3D target point on a two dimensional surface.

We have previously shown [2] that intersecting the pointing ray with a horizontal plane is effective to define target positions for a ground robot or a quadrotor constrained to fly at a fixed height. In this work, we let the operator switch between different workspace surfaces (see Figure 2) to enable quadrotor control in the entire 3D space.

### B. Workspace shapes

We considered several options for workspace shapes: vertical-axis cylinder, horizontal plane, sphere, and vertical plane. We now describe the first two: their combination allows the operator to reach any position in 3D space efficiently and in an intuitive way. The supplementary appendix motivates this choice in detail and discusses drawbacks of other options.

Each shape is defined as a one parameter family of surfaces: when the user switches to the shape, the free parameter is set in such a way that the surface passes through the current position \( p_{\text{robot}} \) of the robot.

\[ \text{a) Cylinder} \quad S_{\text{cylinder}}: \quad \text{with a vertical axis passing through the user’s head} \ (p_o); \quad \text{the cylinder radius is the free parameter. This option allows the operator to control the robot’s vertical position without limitations, never affecting the horizontal distance to the operator.} \\
\text{b) Horizontal plane} \quad S_{\text{h-plane}}: \quad \text{with the distance from the ground plane as the free parameter. This workspace serves a similar role to the ground plane that humans have a life-long experience with: it is a natural choice for indicating locations and an intuitive tool to control the robot’s position on that plane, but does not allow height control.} \]

To achieve intuitive interaction, an operator should always have a clear idea of the workspace the robot is operating in; if the workspace shape is known, the robot position itself uniquely defines the workspace surface \( S \). For example, if the workspace shape is \( S_{\text{h-plane}} \), the user can expect that the robot will keep its current vertical position; if the workspace shape is \( S_{\text{cylinder}} \), one can easily visualize the user-centered cylinder passing through the robot. In turn, if \( S \) is known, the user can always predict \( p_t \) given \( r \).

### IV. Implementation

#### A. Gesture sensing

We implemented the system using an inexpensive wearable IMU (Mbientlab MetaWearR+ [33]) that has a form-factor of a wrist smartwatch (Figure 3, right). The device is equipped with a three degrees of freedom (3-DoF) accelerometer, 3-DoF gyroscope, and 3-DoF magnetometer. The onboard firmware runs the necessary sensor fusion algorithms in real time and outputs an accurate estimation of the device’s absolute 3D-orientation in an arbitrary fixed reference frame whose z-axis points up. The data is streamed to the host PC with approx. 50 Hz rate via a Bluetooth 4.0 link.

The acquired orientation data is used without additional filtering within the head-finger pointing model (described in Section III) to recover \( r \), which is then intersected with the active workspace surface \( S \) to define the pointed-to location.

#### B. Workspace switching

We define \( S_{\text{cylinder}} \) as the primary workspace shape (Figure 2a), i.e., the one that is active by default; \( S_{\text{h-plane}} \) is considered a secondary shape (Figure 2b), i.e., one that user can switch to upon request (Figure 2c).

The operator switches between the two shapes using a single spring-loaded trigger button on a joystick (Logitech F710); the other joystick buttons and controls are ignored in our experiments. When the trigger is in its default position (not pressed), the primary workspace is used; keeping the trigger pressed uses the secondary workspace. This specific choice is crucial for usability, for two reasons.

First, mapping the explicit state of the button to the chosen workspace shape ensures that the operator is kept aware of the system state—the user must consciously keep the button pressed. On the contrary, toggling the active workspace once the button is released, would make the state implicit (the one the user cannot directly observe).

Second, the trigger functions as a dead man’s handle and ensures a fail-safe behaviour by switching the active workspace to the primary (cylinder) configuration when the trigger is released. Since the cylinder workspace is centered
around the user, it is impossible for the robot to collide with them because of a control mistake. For this reason, the system may also refuse to switch to the secondary workspace if it is considered unsafe: in particular, when the drone is flying close to the height of the user’s eyes, the pointing ray is almost parallel to the horizontal plane; in this case, small changes in the arm elevation would result in very large displacements of the pointed location. For this reason, we prevent switching to the secondary workspace if the elevation angle of the drone with respect to the user’s head is within ±5° from the horizontal direction (see Figure 2d). Whenever a requested switch to the secondary workspace is refused, the joystick vibrates to make sure the operator is notified; a better approach would be to mechanically prevent the trigger button from being pressed when a switch to the secondary workspace would be denied.

C. Flying arena and quadrotor control

Experiments take place in a room with a safety net, outfitted with a commercial optical motion capture system (12 Optitrack PRIME17-W cameras). The Optitrack data is streamed to the Robot Operating System (ROS) with 30 Hz rate. We use a miniature quadrotor Bitcraze Crazyflie 2.0 [34] tracked through a rigid-body marker (Figure 3, left). We also track the location of the user’s head through a rigid-body marker attached to a hat. Tracking data is only used for quantitative performance evaluation of experimental runs: the proposed approach is based solely on IMU readings and does not assume that a motion tracking system is available.

D. Human parameters

We configure the kinematic parameters of the human body required by the pointing model before the interaction starts: we set the height of the user’s shoulder and head, and the length of the user’s arm.

V. Experiments

We conducted an experimental study that evaluates the performance of the proposed 3D-control method against conventional joystick control—the standard interface for manual quadrotor control tasks. Unlike our approach, which implements position control, joysticks operate in the velocity space (one stick controls the vertical velocity and yaw, whereas the other stick controls the velocity along the drone’s x and y axes). This is a key difference, which we further discuss in Section VI-A.

A. Setup

We recruited 10 participants (male, mean age 31.1, sd = 5.0) with computer science background, whose goal was to fly the miniature quadrotor over a set of three flat stationary wireless LED beacons (in-house hardware based on Adafruit nRF52 Feather Bluetooth LE board with a ring of 24 RGB NeoPixel LEDs) placed at different predefined heights at known locations (Figure 4).

For each subject we recorded two sessions: one, using the pointing interface (IMU-equipped bracelet on the wrist of their dominant arm); and another, using joystick control (Logitech F710). The order of the sessions was assigned to each subject at random. Each session consisted in three runs. During each run a subject was asked to stand at predefined locations 1–3 and to fly the quadrotor between given targets. The following high-level description of the task was given to participants: “once a target gets illuminated, fly the drone above it”.

All subjects reported to be proficient or expert joystick users, and had little or no previous experience with the proposed pointing interface. Short “dry run” sessions were performed for all the users to familiarize them with both interfaces and the task.

The experimental session with the pointing interface proceeds as follows: 1) The operator enters the flying arena and stands at the location 1, the quadrotor lies on the floor at the center of the room; 2) The operator presses once the switch on the bracelet to take off the drone, and second time to initiate the interaction; 3) The operator then points at the drone and holds his arm still for 3 seconds; 4) The bracelet vibrates, the drone makes a small “jump” to show that it is now attached to the operator; the workspace is initialized with the primary surface (cylinder); 5) One of the targets lights up in blue; 6) The operator directs the robot to the target, while when necessary switches the active workspace to secondary surface (horizontal plane); once within the confirmation zone (10 cm from target’s center in horizontal plane and 20 cm in along z-axis), the target turns yellow and
To assess the performance of the system, we collected the ground truth positions of the participants and the quadrotor, and the times of state transition events of the targets. In our analysis, we ignore parts of the trajectories from the ground truth positions of the participants and the quadrotor, but omits steps 3 and 4 of the above sequence (selection of the quadrotor and switching of the workspace surfaces), which are specific to the pointing interface.

The procedure for experiments with the joystick is similar, but omits steps 3 and 4 of the above sequence (selection of the quadrotor and switching of the workspace surfaces), which are specific to the pointing interface.

B. Data collection

To assess the performance of the system, we collected the ground truth positions of the participants and the quadrotor, and the times of state transition events of the targets. In our analysis, we ignore parts of the trajectories from the moment the operator takes control till the moment the first target is cleared and from the moment the last target is cleared till the landing as they do not represent the actual task. We split the resulting trajectories in three segments. Each segment represents a part of the trajectory between two targets. This yields a total of 90 segments for each modality (pointing, joystick), i.e. three segments per run per operator per location. We collect the data with a standard ROS tool rosbag and analyze it offline using Python.

To compare the performance of the two interfaces we use the time-to-target and the trajectory length metrics, which are applied per segment of the flight path.

VI. RESULTS

On Figure 5 we report an evolution of the distance to target in time; the comparison of means on the right plot shows that the performance of both interfaces is very similar. These results also confirm our previous finding for a similar 2D task [2].

To find exact differences in performance of the two interfaces, we further analyze relative lengths of trajectories flown with each interface. This measure is calculated as a ratio between the length of a segment flown and the length of an ideal trajectory flown by an optimal controller, i.e. a straight distance between corresponding targets. The closer the relative length to 1.0, the better the performance of a given interface. Figure 7 shows these data on a 2D plot, where median relative lengths for pointing and joystick interfaces define the x and y coordinates of black dots and their mean values define blue crosses. The relative length of trajectories flown with pointing is shorter than the one for joystick interface.

In Table I, we present a detailed comparison of median and mean trajectory lengths (relative to straight line) and median and mean times to target for the two interfaces. For each subject (rows) we report the median and mean performance over all segments, for each of the two control modalities (columns). Since the samples are matched, i.e. we can compare the performance of the same subject on both control modalities, the hypothesis that pointing yields better performance than joystick—lower length or duration—can be assessed for statistical significance using a paired difference test. Because the sample size is small and the population cannot be assumed to be normally distributed [35], we use the Wilcoxon signed-rank test [36] as an alternative to the paired Student’s t-test. We found that pointing yields shorter trajectories ($p = 0.046$) than joystick; the impact of the control mode on trajectory duration is not statistically significant, even though median duration is slightly better for pointing (14.4 s) than for joystick (15.4 s).

A. Discussion

The shorter lengths obtained with the pointing interface can be explained by smoother trajectories. In fact, visual comparison of trajectory segments performed with the two interfaces (Figure 6) shows that joystick trajectories are comprised of multiple orthogonal pieces in both vertical and horizontal planes, while for pointing that is true only for vertical segments. On the other hand, the time to target metric did not show statistically significant improvement. These results could be due to several reasons.

First, with the pointing interface the operator directly indicates the target position, meaning that low-level trajectory
execution (e.g. deceleration when approaching the target) is performed automatically and more efficiently. On the contrary, with the joystick interface operators give commands in velocity space and have to plan the trajectory themselves. This leads to a sub-optimal control and results in longer trajectories.

Second, quadrotor control with pointing requires more attention from the operator because they cannot “pause” the interaction: once they are attached to the drone they should be careful with the movements of their pointing arm as it immediately translates into the movements of the robot. On the contrary, joystick interface allows to leave the controls at any moment—the drone will just stop and hover. Our intuition is that these differences lead to different strategies adopted by the participants: with pointing they tend to be precise and slow, while with joystick more aggressive, resulting in trial-and-error approach with fast and less precise commands.

VII. CONCLUSIONS

We presented an intuitive interface for controlling a drone in 3D space using pointing. Although, this control mode has only two degrees of freedom it can be efficiently used when combined with dynamic geometrical constraints imposed by switching workspace surfaces. We have shown that intersecting a pointing ray with such surfaces allows one to efficiently control the robot in the entire 3D space. In particular, a combination of a cylindrical and a planar shape allows operators to precisely control a quadrotor to fly above targets located at different heights.

The current work focused on assessing the operators’ performance who used the pointing interface for the first time. We think that, after using the interface for an extended period, operators may perform significantly better using pointing than using a joystick, as already demonstrated by a few more expert users.
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