Perceiving People from a Low-lying Viewpoint
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1. VIDEO DESCRIPTION

Reliable perception and tracking of nearby humans in unstructured environments is one of the main issues to be solved in order to enable effective human-robot interaction and sharing of common spaces [5].

RGB-D sensors, such as the Microsoft Kinect or Asus Xtion, are an ideal tool for solving this problem indoors, and many human-tracking algorithms have been developed in the last few years. These algorithms are based on a number of assumptions: the subject is expected to lie at a given minimum distance from the sensor, such that at least part of its upper body is visible - most importantly the head, which represents an easy-to-detect seed for human detection and segmentation [6]; in some cases, the human is expected to face the sensor, and the sensor is assumed to be still [2]; the viewpoint is always assumed to lie in an elevated position, at least at the level of the subjects’ chest or eyes.

Small-footprint ground robots must by necessity be short, with sensors lying close to the ground. Detecting humans from such a viewpoint is an exceedingly and mostly unexplored problem: occlusions are frequent and severe; unless the subject is far from the robot, only legs are visible, exhibiting a complex, highly-variable appearance with irregular motion and no obvious markers for detection; when the sensor is mounted on a mobile platform, background-subtraction techniques can not be used unless very reliable ego-motion estimates are available. In this work we demonstrate human detection and tracking under these challenging conditions, by means of a low-lying, forward-pointing RGB-D sensor, considering the TurtleBot [3] as an example platform.

The video illustrates the different steps of our algorithm using real-world datasets, and showcases results in various complex, realistic scenarios. Initially, the point cloud is downsampled [1] and the floor is detected as the most prominent horizontal plane; then, we search for clusters of points emerging from the floor, which comply with reasonable foot dimensions, and we expand them to knee level to get a set of candidate legs. Because in realistic environments most of such candidates are not actual legs, we apply an SVM classifier based on Histogram of Oriented Gradients features, which returns the probability that a candidate is a leg. Such classifier was previously learned from a large, manually-labeled training dataset comprising more than 2200 frames shot in 8 different, cluttered real-world environments. In such dataset, 6839 candidates were present of which 2413 were legs. Finally, individual legs and then people are tracked using a Kalman filter [4], accounting for the fact that a person has two legs, but often one or both may be occluded or fused to a single detection. The resulting output is the position and the velocity of each visible person.

A realtime, reusable implementation as a ROS node is being developed and will be made available at http://bit.ly/perceivingpeople.
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