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Abstract

Gaussian processes have been used in different application domains such as classification, regression etc. In this paper we show that they can also be employed as a universal tool for developing a large variety of Bayesian statistical hypothesis tests for regression functions. In particular, we will use GPs for testing whether (i) two functions are equal; (ii) a function is monotone (even accounting for seasonality effects); (iii) a function is periodic; (iv) two functions are proportional. By simulation studies, we will show that, beside being more flexible, GP tests are also competitive in terms of performance with state-of-art algorithms.

1 Introduction

Gaussian processes (GPs) have found widespread use in machine learning, in different application domains such as classification, regression etc. [O'Hagan and Kingman, 1978, Neal, 1998, MacKay, 1998, Rasmussen and Williams, 2006, Rasmussen, 2011, Gelman et al., 2013]. The reason of such success can be attributed to the great modeling flexibility of GPs. The aim of this paper is to show that, because their flexibility, GPs can also be employed as a universal tool for developing a large variety of Bayesian statistical hypothesis tests. In particular, “as a proof of concept”, we will show how GPs can be used for testing whether (i) two functions are equal; (ii) a function is monotone (even accounting for seasonality effects); (iii) a function is periodic; (iv) two functions are proportional (focusing on the proportionality of the intensity functions of two counting processes). To develop such universal tool, we follow a Bayesian estimation approach: any decision is based on the posterior distribution. This means that we place the GP as a prior distribution on the unknown $f$ and we determine the posterior distribution of $f$ given the observations. Once we have obtained the posterior distribution, we can perform different hypothesis tests about $f$ by simply asking different questions to the posterior. Besides these advantages of GPs in terms of expressiveness and flexibility, we show that our Bayesian estimation based equality, monotonicity, periodicity and proportionality tests are competitive in terms of power when compared with the state-of-art algorithms. After briefly introducing GPs, we illustrate how to theoretically devise these tests by exploiting the properties of GPs and Bayesian decision making. Then, we assess the performance (power) of these tests through simulation studies. For the equality test, we compare our GP test with two nonparametric frequentist methods [Neumeyer et al., 2003, Pardo-Fernández et al., 2007] and with a Bayesian test based on regression splines [Bellesia and Kass, 2005], obtaining, on average, better accuracy. For the monotonicity test, we compare the GP based method with four non-Bayesian methods: [Zheng, 1996, Bowman et al., 1998, Baraud et al., 2005, Alakpo et al., 2014] and three Bayesian methods (based on Bayes factors) [Salomond, 2014, Dunson, 2005, Scott et al., 2013]. Our simulation study shows that our GP method achieves the same average accuracy of the best among these algorithms on standard benchmark functions. Moreover we will show that, while the aforementioned methods for monotonicity estimation have not been designed to account for the presence of seasonality (i.e., a periodic disturbance that affects the monotonic component), thanks to the flexibility GPs, our monotonicity test can be modified to account for seasonality disturbance. We develop a method that removes the seasonality effects and test the monotonicity of the remaining non-seasonal component. By comparing it with the classi-
2 Gaussian Process

Consider the regression model

\[ y = f(x) + v, \]

where \( x \in \mathcal{X} \subseteq \mathbb{R}, f: \mathbb{R} \rightarrow \mathbb{R} \) and \( v \sim N(0, \sigma^2) \), and assume that we observe the training data \((x_i, y_i)\) for \( i = 1, \ldots, n \). Our goal is to employ these observations to make inferences about the unknown function \( f \). Following the Bayesian estimation approach, we place a prior distribution on the unknown \( f \), and employ the observations to compute the posterior distribution of \( f \); finally we use this posterior to make inferences about \( f \). Since \( f \) is a function, the Gaussian process is a natural prior distribution for \( f \) [MacKay, 1998, Rasmussen and Williams, 2006]. Let \( GP(0, k_\theta) \) denote a GP with zero mean function and covariance function \( k_\theta: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}_+ \), which depends on a vector of hyperparameters \( \theta \). If \( f \sim GP(0, k_\theta) \), then, for any fixed \( m \) points \( x^* = [x_1^*, \ldots, x_m^*]^T \), the vector \( f^* = [f(x_1^*), \ldots, f(x_m^*)]^T \) is Gaussian distributed:

\[ p(f^*|x^*, \theta) = N(f^*; 0, K_{\theta}(x^*, x^*)) , \]

with zero mean and covariance matrix \( K_{\theta}(x^*, x^*) = [k_\theta(x_i^*, x_j^*)]_{ij} \) for each \( i, j = 1, \ldots, m \). Consider a set of \( n \) inputs \( x = [x_1, \ldots, x_n]^T \) and a vector of noisy output data \( y = [y_1, \ldots, y_n]^T \). Based on the training data \((x_i, y_i)\) for \( i = 1, \ldots, n \), and given a test input \( x^* \), we wish to find the posterior distribution of \( f^* = [f(x_1^*), \ldots, f(x_n^*)]^T \). From (1) and the properties of the Gaussian distribution, it follows that [Rasmussen and Williams, 2006, Sec. 2.2]:

\[ \begin{bmatrix} y \\ f^* \end{bmatrix} \sim N \left( \begin{bmatrix} 0 \\ K_{\theta}(x^*, x) + \sigma^2 I \end{bmatrix} \begin{bmatrix} K_{\theta}(x^*, x^*) \\ K_{\theta}(x^*, x) \\ K_{\theta}(x^*, x^*) \end{bmatrix} \right). \]

Hence, the posterior distribution of \( f^* \) is

\[ p(f^*|x^*, x, y, \theta, \sigma^2) = N(f^*; \hat{\mu}_{\theta}(x^*, x, y), \hat{K}_{\theta}(x^*, x| x)), \]

with mean and covariance given by:

\[ \hat{\mu}_{\theta}(x^*, x, y) = K_{\theta}(x^*, x)(K_{\theta}(x, x) + \sigma^2 I)^{-1}y, \quad (5) \]

\[ \hat{K}_{\theta}(x^*, x| x) = K_{\theta}(x^*, x) - K_{\theta}(x^*, x)(K_{\theta}(x, x) + \sigma^2 I)^{-1}K_{\theta}(x, x^*). \quad (6) \]

For ease of notation, hereafter we will omit \( \theta, \sigma^2 \) in \( p(f^*|x^*, x, y, \theta, \sigma^2) \). Once we have computed \( p(f^*|x^*, x, y) \) we can make any inference about \( f^* \).

### 2.1 Kernels, composition and marginalization

GP models use a kernel to define the covariance between any two function values: \( Cov(f(x), f(x')) = k_\theta(x, x') \). The kernel specifies which functions are likely under the GP prior. Commonly used kernels families include the squared exponential (SE), periodic (PE), constant-linear-quadratic (QD):

- **QD:** \( k_\theta(x_1, x_2) = \sigma^2 \exp(-0.5(x_1 - x_2)^2 / \ell^2) \)
- **SE:** \( k_\theta(x_1, x_2) = \sigma^2 \exp(-\sin(\pi(x_1 - x_2)/p_c)^2 / \ell^2) \)
- **PE:** \( k_\theta(x_1, x_2) = \sigma^2 \exp(-\sin(\pi(x_1 - x_2)/p_c)^2 / \ell^2) \)

with hyperparameters \( s_0, \ell_0 > 0 \) and, respectively, \( s_0, \ell_0 > 0 \) with period \( p_c \). Positive semidefinite kernels (i.e. those which define valid covariance functions) are closed under addition and multiplication. This allows one to create richly structured and interpretable kernels by kernel composition. In this paper, we will focus on kernel summation. By summing kernels, we can model the data as a superposition of independent functions. For instance, in time series models, sums of kernels can express superposition of different processes, possibly operating at different scales. A typical example is a monotonic increasing time series with seasonal variation, in which a monotonic (linear) increasing function \( f_a \) is superposed to a periodic function \( f_b \), as shown in the example in Fig. 1. To model a superposition of two (or more) functions, we can assume two (or more) independent GP priors for \( f_a, f_b \), i.e., \( f_a \sim GP(0, k_\theta(a)), f_b \sim GP(0, k_\theta(b)) \), then \( f = f_a + f_b \sim GP(0, k_\theta(a) + k_\theta(b)) \) with \( \theta = (\theta_a, \theta_b) \). Moreover, assume we have determined the posterior distribution of \( f \) but that we are interested on only, say, phenomenon \( f_a \), we can consider
the $f_b$ component as a disturbance and evaluate the predictive distribution for $f_a$ only, which is:

$$p(f_a^*|x^*, x, y) = N(f_a^*; \hat{\mu}_a(x^*|x, y), \hat{K}_a(x^*, x^*|x)), (7)$$

with mean and covariance given by:

$$\hat{\mu}_a(x^*|x, y) = K_{\theta_a}(x^*, x)(K_{\theta_a}(x, x) + \sigma^2 I)^{-1} y, (8)$$

$$\hat{K}_a(x^*, x^*|x) = K_{\theta_a}(x^*, x^*) - K_{\theta_a}(x^*, x)(K_{\theta_a}(x, x) + \sigma^2 I)^{-1} K_{\theta_a}(x, x^*). (9)$$

Fig. 2 shows the mean $\hat{\mu}_a(x^*|x, y)$ ($\hat{\mu}_b(x^*|x, y)$ if instead we focus on the periodic component) for the example of Fig. 1, when $k_{\theta_a}$ is the quadratic kernel and $k_{\theta_b}$ the periodic kernel.

### 2.2 Determining the hyperparameters

Once we have selected a kernel or a particular kernel composition, we must determine the values of the hyperparameters $\theta$ and the variance $\sigma^2$. The proper Bayesian procedure is to choose a prior for $\theta$ and $\sigma^2$ and then determine the posterior distribution of the quantities of interest. For instance, inferences on $f^*$ can be carried out by marginalizing out $\theta$ and $\sigma^2$:

$$p(f^*|x^*, x, y) = \int p(f^*|x^*, x, y, \theta, \sigma^2) dP(\theta, \sigma^2).$$

No closed form solution exists for $p(f^*|x^*, x, y)$ or for the posterior of the hyperparameters and, therefore, inferences must be computed numerically by Markov Chain Monte Carlo methods (MCMC). The convergence of MCMC methods can be quite slow when the dimension of $\theta$ is high and, therefore, when we are not interested in the posterior distribution of $\theta$, $\sigma^2$, we can approximate the marginal of $f^*$ with (4) by using the maximum a-posteriori (MAP) estimate for the values of $\theta$, $\sigma^2$. This means that instead of performing MCMC we maximize w.r.t. $\theta$ and $\sigma^2$ the joint marginal probability of $y, \theta, \sigma^2$, whose logarithm can be computed analytically [Rasmussen and Williams, 2006, Ch.2]:

$$L(y, \theta, \sigma^2|x) = -\frac{1}{2}y^T(K_{\theta}(x, x) + \sigma^2 I)^{-1} y - \frac{1}{2} \log |K_{\theta}(x, x) + \sigma^2 I| - \frac{1}{2} \log 2\pi - \frac{1}{2} \log p(\theta, \sigma^2). (10)$$

The values of $\theta, \sigma^2$ can then be determined by maximizing this score. Unfortunately, optimizing over parameters is not a convex optimization problem, and the space can have many local optima. To tackle this problem, we have used a global search algorithm based on the algorithm developed by Ugray et al. [2007] and implemented in MATLAB [2013] by the function “GlobalSearch”.

### 3 Equality test

An equality test is used to decide whether two regression functions are equal. In particular, our aim is to compare two regression functions $f_1$ and $f_2$ given the two independent samples $(x^{(1)}, y^{(1)})$ and $(x^{(2)}, y^{(2)})$ of, respectively, $n_1$ and $n_2$ observations. Nonparametric frequentist tests for the equality of regression curves are described in [Neumeyer et al., 2003, Pardo-Fernández et al., 2007], while a Bayesian test based on regression splines is presented in [Behseta and Kass, 2005]. We assume that the covariates $x^{(1)}$ and $x^{(2)}$ have the same support $X$. Our aim is to develop an equality test using GPs.

A way to devise such test is to assume the same GP prior $GP(0, K_\theta)$ for the two functions $f_1$ and $f_2$ and compute the posterior marginal GPs $p(f_1^*|x^{(1)}, y^{(1)})$ and $p(f_2^*|x^{(2)}, y^{(2)})$ at the $n = n_1 + n_2$ test inputs $x^* = [x^{(1)}, x^{(2)}]$, which are Gaussian and given by (4). In this way, the equality of the two functions is tested at the covariates of the observations, that is, where we have the experimental evidence. Note that the two posteriors share the same hyperparameters and test inputs. The hyperparameters are determined by the MAP approach described in Section 2.2. Assuming that $f_1$ and $f_2$ are independent Gaussian processes, we have that $p(y^{(1)}, y^{(2)}|f_1, f_2) = p(y^{(1)}|f_1)p(y^{(2)}|f_2)$ and thus the logarithm of the joint marginal of $y^{(1)}, y^{(2)}, \theta, \sigma^2$ is equal to $L(y^{(1)}, \theta, \sigma^2|x^{(1)}) + L(y^{(2)}, \theta, \sigma^2|x^{(2)})$, where $L(y, \theta, \sigma^2|x)$ is given in (10). Let us denote the means of the posterior distributions of $f_1^*$ and $f_2^*$ as $\hat{\mu}^{(1)}$ and $\hat{\mu}^{(2)}$ and their covariance matrices as $\hat{K}^{(1)}$ and $\hat{K}^{(2)}$. Since the difference of two Gaussian variables are Gaussian, it follows that the posterior of $\Delta f^* = f_1^* - f_2^*$ is also Gaussian with mean $\Delta \hat{\mu} = \hat{\mu}^{(1)} - \hat{\mu}^{(2)}$ and covariance matrix $\hat{K}_\Delta = \hat{K}^{(1)} + \hat{K}^{(2)}$. Then, we say that the two functions are equal with posterior probability $1 - \alpha$ if the credible region for $\Delta f^*$ includes the zero vector or, in other words, if:

$$(\Delta \hat{\mu})^T(\hat{K}_\Delta)^{-1}\Delta \hat{\mu} \leq \chi^2_\nu(1 - \alpha), (11)$$

where $\chi^2_\nu(1 - \alpha)$ is the $(1 - \alpha)$-quantile of a Chi-squared distribution with $\nu$ degrees of freedoms and $\nu$ is the number of positive eigenvalues of $\hat{K}_\Delta$. Indeed, as the number $n$ of test inputs is likely to be considerably
larger than the dimensionality of the covariance function, the matrix \( K_\Delta \) is not full rank. Thus, we decompose it as \( PD P^T \), where \( D \) is the diagonal matrix of the eigenvalues \( \lambda_1, \ldots, \lambda_n \) (sorted in descending order), and retain only the sub-matrices \( P_\nu D_\nu P_\nu^T \) corresponding to the eigenvalues \( \lambda_1, \ldots, \lambda_\nu \) which verify the condition \( \lambda_{\nu+1}/\sum_{i=1}^n \lambda_i < \epsilon \), where \( \epsilon \) is a small, positive constant. For the experiments of this paper we have used \( \epsilon = 0.01 \).

Fig. 3 shows the estimated credible region of \( f_1 - f_2 \) when \( f_1(x) = x \) and \( f_2(x) = x + \sin(2\pi x) \) and \( n_1 = n_2 = 100 \). As the region does not include the zero function, we can conclude that \( f_1 \) and \( f_2 \) are different.

### 4 Monotonicity test

A continuously differentiable function \( f : \mathcal{X} \to \mathbb{R} \) on a closed interval \( \mathcal{X} \) is said to be monotonically increasing (or decreasing) in \( \mathcal{X} \) if \( f \) is differentiable and \( \frac{df}{dx}(x') > 0 \) (or \( \frac{df}{dx}(x') < 0 \)) for each \( x' \in \mathcal{X} \). Without loss of generality, we will focus on monotonically increasing functions. Our goal is to employ the training data to test the positive monotonicity of \( f \) based on its first derivative. Monotonicity tests based on the derivative have been proposed by [Hall and Heckman, 2000, Ghosal et al., 2000]. Assuming as prior on \( f \) the Gaussian Process \( GP(0, k_\theta) \), we compute the posterior of \( \frac{df}{dx} \) given the training data and test inputs. Since differentiation is a linear operator, the derivative of a GP is another GP, whose mean and covariance functions can be computed analytically [Rasmussen, 2003, Solak et al., 2003, Riihimäki and Vehtari, 2010]:

**Theorem 1.** Assume that \( f \sim GP(0, k_\theta) \) and that \( k_\theta \) is differentiable, then it follows that

\[
p(f^*_d | \mathbf{x}^*, \mathbf{x}, \mathbf{y}) = \mathcal{N}(f^*_d; \mu_\theta(\mathbf{x}^*, \mathbf{x}, \mathbf{y}), \tilde{K}_\theta(\mathbf{x}^*, \mathbf{x}^* | \mathbf{x})) \tag{12}
\]

where \( f^*_d = [\frac{df}{dx}(x_1^*), \ldots, \frac{df}{dx}(x_m^*)]^T, \)

\[
\mu_\theta(\mathbf{x}^*, \mathbf{y}) = K_\theta(\mathbf{x}^*, \mathbf{x})(K_\theta(\mathbf{x}, \mathbf{x}) + \sigma^2 I)^{-1} \mathbf{y}, \tag{13}
\]

\[
\tilde{K}_\theta(\mathbf{x}^*, \mathbf{x}^* | \mathbf{x}) = K_\theta(\mathbf{x}^*, \mathbf{x}^*) - K_\theta(\mathbf{x}^*, \mathbf{x})(K_\theta(\mathbf{x}, \mathbf{x}) + \sigma^2 I)^{-1} K_\theta(\mathbf{x}^*, \mathbf{x}^* | \mathbf{x}), \tag{14}
\]

with

\[
K_\theta(\mathbf{x}^*, \mathbf{x}^* | \mathbf{x}) = \left[ \frac{\partial^2}{\partial x_a \partial x_b} k_\theta(x_a, x_b) \right]_{x_a = x_i^*, x_b = x_l^*} \text{ for } i, l = 1, \ldots, m \text{ and } j = 1, \ldots, n.
\]

Thus, we can use GPs to make inferences about derivatives and in particular test the monotonicity of \( f \) on \( \mathbf{x}^* = \mathbf{x} \) (again, the test is performed at the observations covariates). First, we define a loss function for each decision:

\[
L(f^*_d, a) = \begin{cases} C_0 I(f^*_d > 0) & \text{if } a = 0, \\ C_1 I(f^*_d \neq 0) & \text{if } a = 1. \end{cases} \tag{15}
\]

where the notation \( f^*_d > 0 \) (\( f^*_d \neq 0 \)) indicates that all (not all) values in \( f^*_d \) are larger than 0, and where \( C_0 \) and \( C_1 \) are the losses we incur, respectively, by wrongly taking action \( a = 0 \) (i.e., declaring that \( f^*_d \neq 0 \) when actually \( f^*_d > 0 \)), and by wrongly taking action \( a = 1 \) (i.e., declaring that \( f^*_d > 0 \) when actually \( f^*_d \neq 0 \)).

Second, we compute the expected value of this loss given the training data and the test inputs \( \mathbf{x}^* \). The expected loss is given by:

\[
E[L(f^*_d, a)] = \begin{cases} C_0 P[f^*_d > 0 | \mathbf{x}^*, \mathbf{x}, \mathbf{y}] & \text{if } a = 0, \\ C_1 P[f^*_d \neq 0 | \mathbf{x}^*, \mathbf{x}, \mathbf{y}] & \text{if } a = 1. \end{cases}
\]

where we have exploited the fact that \( E[I_{\{A\}}] = P[A] \). Thus, we choose \( a = 1 \) if

\[
C_0 P[f^*_d > 0 | \mathbf{x}^*, \mathbf{x}, \mathbf{y}] \leq C_1 P[f^*_d \neq 0 | \mathbf{x}^*, \mathbf{x}, \mathbf{y}]
\]

equiv. \( P[f^*_d > 0 | \mathbf{x}^*, \mathbf{x}, \mathbf{y}] > \frac{C_0}{C_0 + C_1} \).

or \( a = 0 \) otherwise. In the above derivation, we have exploited the fact that \( P[f^*_d \neq 0 | \mathbf{x}^*, \mathbf{x}, \mathbf{y}] = 1 - P[f^*_d > 0 | \mathbf{x}^*, \mathbf{x}, \mathbf{y}] \). When the last inequality in (16) is satisfied, we can declare that \( f \neq 0 > 0 \) with probability \( \frac{C_0}{C_0 + C_0} \). For comparison with the traditional test we may take \( \frac{C_0}{C_0 + C_1} = 1 - \alpha \) with \( \alpha = 0.05 \); notice however that, while in the traditional tests a principled way of choosing \( \alpha \) is lacking, in this GP based test the use of a Bayesian approach allows setting the decision rule in a more informed way based on the losses \( C_0 \) and \( C_1 \) expected for Type I and II errors. The probability \( P[f^*_d > 0 | \mathbf{x}^*, \mathbf{x}, \mathbf{y}] \) can be computed by Monte Carlo (MC) sampling many vectors \( f^*_d \) from (12) and computing the proportion of runs in which the condition \( f^*_d > 0 \) is satisfied.
4.1 Accounting for Seasonality

In time series analysis, we must often deal with seasonality effects, i.e., the function of interest may be the superposition of a monotonic and a periodic function, (e.g., \( x/5 + (1/10) \cos(6\pi x) \)). This composition is clearly non-monotonic. However, we may interpret the periodic function as a seasonal component, i.e., a periodic disturbance that affects the non-seasonal component (in the example \( x/5 \)). In these cases, it is of interest to develop a statistical method that removes the seasonality effects and test the monotonicity of the remaining non-seasonal component. The development of such test is immediate with GPs. We can simply include a periodic kernel in the GP, i.e., \( f = f_a + f_b \) with \( f_a \sim GP(0, h_{\theta_a}^a) \) and \( f_b \sim GP(0, k_{\theta_b}^b) \) (where \( k_{\theta_b}^b \) is the periodic kernel). Then, we determine the posterior distribution of the function \( f \), remove the periodic component \( f_b \) as a disturbance and evaluate the posterior distribution of the non periodic components only, i.e., \( f_a \), as discussed at the end of Section 2.1. Finally, we use this posterior to perform the monotonicity test on the non seasonal component. Fig. 4 shows samples of \( f_d^* \) (with \( x^* = x \)) for the example of Fig. 1, when \( k_{\theta_a}^a \) is the quadratic kernel, \( k_{\theta_b}^b \) the periodic kernel. The periodic component, considered a disturbance, has been removed, and thus all the derivatives of \( f_d^* \) are constant and distributed around \( \frac{1}{2} \), that is the actual derivative of the non seasonal component \( f_{ns}(x) = \frac{1}{x} \). As all derivatives are positives, we can declare with probability \( \approx 1 \) that \( f_{ns}(x) \) is monotone increasing in \( [0,1] \).

5 Periodicity test

In this case our goal is to test if a function \( f : \mathcal{X} \rightarrow \mathbb{R} \) on a closed interval \( \mathcal{X} \) (w.l.o.g. we can take \( \mathcal{X} = [0,1] \)) is periodic based on noisy observations of \( f \). We can detect the periodicity of the function only if its period is less than half of the range of \( x \), that is \( 0.5 \) as \( \mathcal{X} = [0,1] \). To perform this test, we use a GP with only the periodic kernel. By defining a loss function similar to that in Section 4, we declare that the function is periodic if

\[
P [p_c < 0.5 | x, y] \geq \frac{C_1}{C_1 + C_0},
\]

that is, if the posterior probability that the period hyperparameter \( p_c \) of the periodic kernel is less than 0.5 is greater than \( \frac{C_1}{C_1 + C_0} \). The posterior of the period \( p_c \) can be obtained by MCMC sampling from the posterior obtained from the joint \( \exp[pL(y, \theta, \sigma^2|x)] \), where \( L(y, \theta, \sigma^2|x) \) is given in (10). Fig. 5 shows the posterior distribution of \( p_c \) for the case in which the observations are generated according to \( y_i = (1/10)\cos(6\pi x_i) + v_i \) with \( x_i = i/100 \), \( v_i = N(0,0.2^2) \), for \( i = 1, \ldots, 100 \), and we use a uniform prior in \([0,1]\) for \( p_c \) and weak priors for the other parameters of the periodic kernel. The maximum of \( p_c \) is on 1/3 which is the true period of the function.

6 Proportional intensity test

In this case we are interested in testing the proportionality of the intensity function of counting processes based on counts data generated by them. Let us assume that the data are generated by a Poisson process whose intensity \( \lambda(t, x) \) is a function of time \( t \) and of a covariate \( x \). Then, the number of counts \( y \) in the time interval \([t, t+\Delta t]\) has a Poisson distribution with parameter \( \Lambda(t, x) = \int_t^{t+\Delta t} \lambda(\tau, x)d\tau \). The proportionality assumption, which is widely used to model \( \lambda(t, x) \), states that \( x \) has a multiplicative effect on the intensity and implies that

\[
\Lambda(t, x) = \Lambda_0(t)e^{f(x)}
\]

where \( \Lambda_0(t) \) is a baseline function representing the time dependence, whereas \( f(x) \) represents the dependence on the covariate \( x \). Proportional intensity is a strong assumption which is not always necessarily reasonable and needs to be checked. Popular proportional intensity tests are based on the Schoenfeld residuals [Grambsch and Therneau, 1994]. Here we focus on the case where \( x \) is a categorical variable with two possible values \( x_1 \) and \( x_2 \) and we test whether the intensity functions \( \Lambda_1(t) = \lambda(t, x_1) \) and \( \Lambda_2(t) = \lambda(t, x_2) \) are proportional. This assumption implies the equality of the derivatives of \( f_1(t) = \log[\Lambda_1(t)] \) and \( f_2(t) = \log[\Lambda_2(t)] \), since from (17) we have:

\[
\frac{d[\log\Lambda_1(t) - \log\Lambda_2(t)]}{dt} = \frac{d[f(x_1) - f(x_2)]}{dt} = 0.
\]
Then, to test the proportionality assumption, we assume the same GP prior for \( f_1(t) \) and \( f_2(t) \) and compute the posteriors given the associated counts, respectively, \( y^{(1)} \) and \( y^{(2)} \), observed for each time bin \([t_i, t_i + \Delta t], i = 1, \ldots, n\). As the likelihood of a count data \( y_i \) is not Gaussian but Poisson with parameter \( \exp(f(t_i)) \), conjugacy is lost and the posterior distribution has to be obtained either by approximation (Laplace method or Expectation propagation) or MCMC methods [Rasmussen and Williams, 2006]. We focus on the Laplace method that uses a Gaussian approximation of the posterior \( p(f|y) \) around its maximum \( \hat{f} \), thus recovering conjugacy as an approximation (Laplace method or Expectation propagation) or \( \hat{f} \), thus recovering conjugacy as an approximation (Laplace method or Expectation propagation) or inverse of the mean \( W = -\nabla \nabla \log p(y|\theta) \). As shown in Section 4, the posterior distribution of the derivative of \( f_1(t) \) and \( f_2(t) \) is obtained by using \( K_\theta(x^*, x^*) \) and \( K_\theta(x^*, x) \) instead of \( K_\theta(x,v) \) and \( K_\theta(x,v) \) in (18). Finally, the equality test for the derivatives is performed as described in Section 3. The procedure can be extended to deal with continuous covariates, based on the fact that the proportionality assumption implied that \( \frac{\partial^2 \log \Lambda(f(x))}{\partial x} = 0 \), as follows from (17).

7 Experiments

7.1 Equality test

In this section we study the behaviour of the GP-based equality test by means of a simulation study taken from Neumeyer et al. [2003]. Here \( n_1 = n_2 = 50 \) data are sampled from the models

\[
y^{(1)} = f_1(x^{(1)}) + v_1; \quad y^{(2)} = f_2(x^{(2)}) + v_2,
\]

where \( x^{(1)} \) and \( x^{(2)} \) are uniformly distributed in \([0, 1]\), \( v_1, v_2 \) are Gaussian noises with variances \( \sigma_1^2 = 0.25 \) and \( \sigma_2^2 = 0.5 \), respectively, and for \( f_1 \) and \( f_2 \) nine benchmark cases are considered:

<table>
<thead>
<tr>
<th>Case</th>
<th>( f_1(x) )</th>
<th>( f_2(x) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>i</td>
<td>( f_1(x) = f_2(x) = 1 )</td>
<td></td>
</tr>
<tr>
<td>ii</td>
<td>( f_1(x) = f_2(x) = e^x )</td>
<td></td>
</tr>
<tr>
<td>iii</td>
<td>( f_1(x) = f_2(x) = \sin(2\pi x) )</td>
<td></td>
</tr>
<tr>
<td>iv</td>
<td>( f_1(x) = 1 )</td>
<td>( f_2(x) = 1 + x )</td>
</tr>
<tr>
<td>v</td>
<td>( f_1(x) = e^x )</td>
<td>( f_2(x) = e^x + x )</td>
</tr>
<tr>
<td>vi</td>
<td>( f_1(x) = \sin(2\pi x) )</td>
<td>( f_2(x) = \sin(2\pi x) + x )</td>
</tr>
<tr>
<td>vii</td>
<td>( f_1(x) = 1 )</td>
<td>( f_2(x) = 1 + \sin(2\pi x) )</td>
</tr>
<tr>
<td>viii</td>
<td>( f_1(x) = e^x )</td>
<td>( f_2(x) = e^x + \sin(2\pi x) )</td>
</tr>
<tr>
<td>ix</td>
<td>( f_1(x) = \sin(2\pi x) )</td>
<td>( f_2(x) = 2\sin(2\pi x) )</td>
</tr>
</tbody>
</table>

To limit the number of hyper-parameters to be estimated in the GP regression, as we are not interested in accurate estimates of the functions \( f_1 \) and \( f_2 \), we have used the square exponential kernel alone. The hyper-parameters have been estimated using the MAP approach with the weak prior \( G(\sigma_2^2; 2,1/2)G(\ell_2; 2,1/2) \), where \( G(x; \alpha, \beta) \) is the pdf of a Gamma distribution with mean \( \alpha/\beta \) and variance \( \alpha/\beta^2 \). The simulations results for the GP test are shown in Table 1 (averaged over 1000 MC runs) and compared against those of three frequentist tests: the test \( K_N^2 \) in Neumeyer et al. [2003], and the tests \( T_{CM}^1 \) and \( T_{CM}^2 \) in Parz-Fernández et al. [2007]. We have directly implemented the \( T_{CM}^1 \) and \( T_{CM}^2 \) methods, and used, instead, the results in Neumeyer et al. [2003] for the \( K_N^2 \) method. Results show that the GP method is calibrated under the null hypothesis (cases i,iii,iii) and, on average, is the most accurate. The GP test always outperforms the \( T_{CM}^2 \) method. In cases iv, v and vi it has power less than or similar to the \( K_N^2 \) and \( T_{CM}^1 \) methods; however these two methods, perform rather poorly in situations vii, viii and ix, where they are largely outperformed by the GP test.

<table>
<thead>
<tr>
<th>Case</th>
<th>( K_N^2 )</th>
<th>( T_{CM}^1 )</th>
<th>( T_{CM}^2 )</th>
<th>GP</th>
</tr>
</thead>
<tbody>
<tr>
<td>i</td>
<td>94.8</td>
<td>94.8</td>
<td>95.6</td>
<td>98.8</td>
</tr>
<tr>
<td>ii</td>
<td>94.9</td>
<td>96.0</td>
<td>96.9</td>
<td>97.0</td>
</tr>
<tr>
<td>iii</td>
<td>95.1</td>
<td>96.5</td>
<td>95.8</td>
<td>98.1</td>
</tr>
<tr>
<td>iv</td>
<td>95.0</td>
<td>96.3</td>
<td>85.8</td>
<td>95.4</td>
</tr>
<tr>
<td>v</td>
<td>94.8</td>
<td>95.4</td>
<td>85.2</td>
<td>95.0</td>
</tr>
<tr>
<td>vi</td>
<td>93.2</td>
<td>93.3</td>
<td>72.6</td>
<td>89.0</td>
</tr>
<tr>
<td>vii</td>
<td>57.4</td>
<td>11.7</td>
<td>81.4</td>
<td>95.2</td>
</tr>
<tr>
<td>viii</td>
<td>61.9</td>
<td>14.1</td>
<td>84.1</td>
<td>97.5</td>
</tr>
<tr>
<td>ix</td>
<td>51.3</td>
<td>7.0</td>
<td>51.0</td>
<td>98.6</td>
</tr>
<tr>
<td>av</td>
<td>81.0</td>
<td>67.23</td>
<td>83.15</td>
<td>96.1</td>
</tr>
</tbody>
</table>

Table 1: Percentage of MC runs in which the functions were correctly classified by the \( K_N^2 \), \( T_{CM}^1 \), \( T_{CM}^2 \) and GP equality tests with \( \alpha = 0.05 \). Last row reports the average correct classification rate across all 9 cases.

To provide comparison with a Bayesian approach, we consider the simulation study carried out in Behseta and Kass [2005] using a test based on Bayesian regression adaptive splines (BARS) and compare the results with those obtained by the GP test in the same situations. The data \( y^{(1)} \) and \( y^{(2)} \) are in the form of counts on 10ms time bins of events generated by a Poisson processes with intensity functions

\[
x \lambda(t) = rN(t; 47, T_2^2); \quad \lambda_4(t) = rN(t; 47, T_2^2),
\]

\[
xi \lambda(t) = rN(t; 47, T_2^2); \quad \lambda_5(t) = rN(t; 57, T_2^2),
\]

\[
xii \lambda(t) = rB_0(k; 40); \quad \lambda_6(t) = rN(t; 57, T_2^2).
\]

where \( r \) is a positive constant, \( p_\kappa(t; \kappa) \) is the pdf of a Chi-squared distribution with \( \kappa \) degrees of freedom and where the intensities, means and variances are given, respectively, in events/s, ms, and ms$^2$. We assume a GP prior with square exponential kernel and a weak prior \( G(\sigma_2^2; 2,1/2)G(\ell_2; 2,1/2) \) on the hyper-parameters, and use the Laplace approximation.
to obtain the posterior distribution of the functions \( f_1(t) = \log \lambda_1(t) \) and \( f_2(t) = \log \lambda_2(t) \). Table 2 compares the rejection probabilities evaluated over 1000 MC runs for BARS and GP test in situations x, xi and xii for two values of \( r \). We have not directly implemented the BARS test, but reported the results in [Behseta and Kass [2005]]. The results for situation x are not presented in the original paper, but as the test is adjusted to have size \( \alpha = 0.05 \), we expect the rejection probabilities in this case to be very close to the nominal value. Results show that the GP test is very conservative under the null hypothesis (case x), as its type I error is much smaller than \( \alpha \). Table 2 shows that under the alternative hypothesis (cases xi and xii) it has equal or better power than the BARS test.

### Table 2: Percentage of MC runs in which the functions were correctly classified BARS and GP equality tests with \( \alpha = 0.05 \) for \( r = 30/50 \).

<table>
<thead>
<tr>
<th></th>
<th>x</th>
<th>xi</th>
<th>xii</th>
</tr>
</thead>
<tbody>
<tr>
<td>BARS</td>
<td>82%</td>
<td>91%</td>
<td>98%</td>
</tr>
<tr>
<td>GP</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

7.2 Proportional intensity test

In this section we evaluate the behavior of the proportional intensity test when data are generated based on the models x, xi and xii in Section 7.1. In Table 3 the results of the GP test are compared with those obtained with the Schoenfeld residuals test [Grambsch and Therneau, 1994] implemented by the `cox.zph` function in the R package `survival` (hereafter denoted as ZPH). Like in the equality test with count data, the GP test is very conservative under the null hypothesis (case x). On the other side, the GP test outperforms the ZPH test when the alternative hypothesis is true (cases xi and xii).

### Table 3: Percentage of MC runs in which the functions were correctly classified by ZPH and GP test with \( \alpha = 0.05 \) for \( r = 30/50 \).

<table>
<thead>
<tr>
<th></th>
<th>x</th>
<th>xi</th>
<th>xii</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZPH</td>
<td>94%</td>
<td>36%</td>
<td>73%</td>
</tr>
<tr>
<td>GP</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

7.3 Monotonicity test

This section reports the results of a simulation study on eleven test functions that were used in previous works as benchmarks.

\[
g_1 = 4(x - \frac{1}{2})^3 I_{[x \leq 0.5]} + 0.1(x - \frac{1}{2}) - \frac{1}{2} \exp(-250(x - \frac{1}{2})^2),
g_2 = \frac{x}{10},\quad g_3 = -\frac{1}{10} \exp(-50(x - \frac{1}{2})^2),
g_4 = \frac{1}{10} \cos(6\pi x),\quad g_5 = \frac{x}{2} + g_4(x),
g_6 = \frac{x}{2} + g_4(x),\quad g_7 = x + 1 - \frac{1}{4} \exp(-50(x - \frac{1}{2})^2),
g_8 = \frac{x^2}{2},\quad g_9 = 0,
g_{10} = x + 1,\quad g_{11} = x + 1 - \frac{9}{20} \exp(-50(x - \frac{1}{2})^2).
\]

Functions \( g_2, g_8, g_{10} \) are monotone increasing, while all the other functions are non-monotone, see Fig. 6. Following [Scott et al., 2013, Akakpo et al., 2014, Salomond, 2014], the observations have been generated according to the model \( y_i = g(x_i) + \epsilon_i \) with \( n = 100 \) equally spaced \( x \) values on \((0,1)\) and the \( \epsilon_i \) are i.i.d. Normal variables with zero-mean and standard deviation 0.1. We have generated 100 datasets for each of the eleven test functions and compared our GP monotonicity test (with \( \alpha = 0.05 \)) against the results of seven alternative methods that previously appeared in literature. These methods are four Bayesian algorithms denoted with \( S_1 \); the method from Salomond [2014], \( S_2 \); smoothing spline test [Scott et al., 2013], \( G \); Gaussian regression-spline-based test [Scott et al., 2013], \( M \): regression-spline test with method-of-moments priors [Scott et al., 2013] and three frequentist methods, \( U \): U-test [Zheng, 1996], \( B \): the test from Baraud et al. [2005], \( A \): the test from Akakpo et al. [2014]. We have not directly implemented these methods but compared the performance of our test with the results reported in [Scott et al., 2013, Tab.1] for the same simulation setting. For the frequentist tests, Scott et al. [2013] calculated a p-value under the null hypothesis of monotonicity, and rejected the null whenever \( p \leq p^* \). For the Bayesian tests, they rejected the null hypothesis of monotonicity whenever the Bayes factor in favor of a non-monotone function exceeded a critical value \( b^* \). The thresholds \( p^*, b^* \) were selected so that the frequentist and Bayesian tests are calibrated when \( g = g_9 \) (the zero function). Our GP method has been im-
implemented using the quadratic and square exponential kernels, i.e., \( f = f_1 + f_2 \) with \( f_1 \sim GP(0, k_{QD}) \) and \( f_2 \sim GP(0, k_{SE}) \). The hyperparameters have been estimated using the MAP approach with the following weak prior \( \prod_i TN(s_i; 1, 5^2)TN(\sigma_i^2; 7, 5^2)TN(\ell_i; 7, 5^2) \), where \( TN(x; \mu, \sigma^2) \) is the pdf of a truncated Gaussian distribution on \( \mathbb{R}^+ \). This prior penalizes the complexity of the model as it assumes a length-scale for the SE kernel much larger than the range of \( x \in (0, 1) \). Thus, a-priori the contribution of the SE kernel component is reduced to an approximately constant term. The simulation results are shown in Table 4. The results of our method are in the last column (GP). Looking at the results for \( g_9 \), it is evident that our GP test with a weak prior and performed with \( \alpha = 0.05 \) is automatically calibrated for the zero function. Our GP test performs much better than the other tests on the difficult function \( g_8 \) (whose single oscillation is masked by the noise). Conversely, it is not very powerful on \( g_8 \), as it cannot efficiently detect the monotonicity of \( g_8 \) close to zero at this level of noise. However, overall, our GP based test obtains the same average accuracy of the best method (the Gaussian regression spline-based test).

<table>
<thead>
<tr>
<th></th>
<th>S1</th>
<th>S2</th>
<th>G</th>
<th>M</th>
<th>U</th>
<th>B</th>
<th>A</th>
<th>GP</th>
</tr>
</thead>
<tbody>
<tr>
<td>( g_1 )</td>
<td>19</td>
<td>99</td>
<td>100</td>
<td>99</td>
<td>59</td>
<td>6</td>
<td>9</td>
<td>100</td>
</tr>
<tr>
<td>( g_2 )</td>
<td>83</td>
<td>72</td>
<td>74</td>
<td>63</td>
<td>59</td>
<td>64</td>
<td>33</td>
<td>73</td>
</tr>
<tr>
<td>( g_3 )</td>
<td>51</td>
<td>34</td>
<td>35</td>
<td>49</td>
<td>59</td>
<td>53</td>
<td>43</td>
<td>94</td>
</tr>
<tr>
<td>( g_4 )</td>
<td>73</td>
<td>80</td>
<td>91</td>
<td>98</td>
<td>0</td>
<td>92</td>
<td>92</td>
<td>99</td>
</tr>
<tr>
<td>( g_5 )</td>
<td>56</td>
<td>95</td>
<td>85</td>
<td>90</td>
<td>99</td>
<td>24</td>
<td>25</td>
<td>79</td>
</tr>
<tr>
<td>( g_6 )</td>
<td>86</td>
<td>96</td>
<td>99</td>
<td>100</td>
<td>34</td>
<td>77</td>
<td>75</td>
<td>92</td>
</tr>
<tr>
<td>( g_7 )</td>
<td>13</td>
<td>92</td>
<td>91</td>
<td>47</td>
<td>16</td>
<td>1</td>
<td>4</td>
<td>85</td>
</tr>
<tr>
<td>( g_8 )</td>
<td>98</td>
<td>80</td>
<td>93</td>
<td>93</td>
<td>41</td>
<td>100</td>
<td>100</td>
<td>41</td>
</tr>
<tr>
<td>( g_9 )</td>
<td>96</td>
<td>98</td>
<td>95</td>
<td>99</td>
<td>97</td>
<td>94</td>
<td>96</td>
<td></td>
</tr>
<tr>
<td>( g_{10} )</td>
<td>99</td>
<td>99</td>
<td>97</td>
<td>99</td>
<td>28</td>
<td>100</td>
<td>99</td>
<td></td>
</tr>
<tr>
<td>( g_{11} )</td>
<td>100</td>
<td>100</td>
<td>99</td>
<td>99</td>
<td>100</td>
<td>71</td>
<td>8</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 4: Percentage of MC runs in which the function was correctly classified by each monotonicity test. Last row reports the average correct classification rate across all 11 test functions.

7.3.1 Seasonality

The function \( g_6 = x/5 + (1/10) \cos(6\pi x) \) is clearly non-monotone, being the superposition of a linear and a periodic function. To test for the monotonicity of its non-periodic component we add a periodic Kernel to the quadratic one used in the previous section, i.e., \( f = f_1 + f_2 \) with \( f_2 \sim GP(0, k_{PE}) \); we assume the prior \( TN(\sigma^2; 7, 5^2)TN(\ell; 7, 5^2)Unif(p_\ell; 0, 1) \) for the hyperparameters of the periodic kernel. Then, we determine the posterior distribution of the function \( f \) and retain non periodic components only, i.e., \( f_1 \), the periodic component \( f_2 \) being a disturbance. Finally, we employ this posterior to perform our monotonicity test. Table 5 reports the accuracy of the monotonicity test for the functions \( g_6 \) (monotonic without the seasonal component) and \( g_9 + g_4 \) (non monotonic without the seasonal component) and compares it with that of the Mann-Kendall trend test (KS) with seasonality adjustment [Mann, 1945]. For fair comparison with KS, which is a trend test, we have included only the quadratic component in the GP kernel and not the SE component which models local oscillations (such as those of \( g_1 \) or \( g_5 \) which contradict monotonicity but not the assumption that the function has a trend. It can be verified that GP has similar performance (sometimes better) as KS (which assumes that the period is known).

\[
\begin{array}{cccc}
\sigma & KS & GP \\
g_6 & 0.1 | 0.2 & 100 | 70 & 100 | 81 \\
g_4 & 0.1 & 98 |
\end{array}
\]

Table 5: Percentage of MC runs in which the function was correctly classified by each trend test.

7.4 Periodicity test

In this case the goal is to test whether the function of interest is periodic. We compare our GP method described in Section 5 with the well known Fisher’s significance test for periodic components [Fisher, 1929, Percival, 1993, Wichert et al., 2004]. The simulations results are shown in Table 6 for a periodic and non periodic function under different levels of noise. Also in this case, the performance of GP is high.

\[
\begin{array}{c|cc|c|cc}
\sigma & Fisher & GP \\
g_6 & 0.1 & 96 & 100 \\
g_4 & 0.1 | 0.2 & 100 | 39 & 96 | 35 \\
\end{array}
\]

Table 6: Percentage of MC runs in which the function was correctly classified by each periodicity test.

8 Conclusions

We have proposed a novel Bayesian method based on Gaussian Processes (GP) for performing hypothesis tests on regression functions. The advantage of the Bayesian approach is that, once we have obtained the posterior distribution of the regression function \( f \), we can perform different hypothesis tests about \( f \) by simply asking different questions to the posterior. This has allowed us to develop tests for equality, monotonicity (which can also take into account seasonality), periodicity and proportionality of regression functions. We have evaluated the performance of our GP method against state-of-art algorithms and shown that it is
very competitive. We plan to use this approach to implement other tests for regression functions, time series and spatial statistics.
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